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ABSTRACT

The theory of symbolic matrix derivatives is connected to the theory of differentials. It is shown that symbolic matrix derivatives are nothing but linear transformations of the representations of certain differentials. Representations of various differential rules are obtained and compared with those obtained by various authors. As illustrations, particular attention is given to the product rule. The theory of monotone operators is used to find the optimal solutions of various optimization problems in statistics. Some algebraic results which might be of interest by themselves are obtained to prove the main results. Optimal control models of regression experiments are presented to illustrate optimization problems with solutions on the boundary of the region of concern.
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CHAPTER ZERO

Introduction

Symbolic matrix derivatives emerge as means to handle statistical and mathematical problems when the variables in a hypothesized model are many. As modern science and technology advance, the need to take more factors than one into consideration while setting up any mathematical or statistical model becomes increasingly pronounced. Multivariate analysis, originated with the paper of Hotelling (1931, see, e.g., Anderson (1958)), has become the central and one of the most important branches of statistics and data analysis. Though multivariate models are usually simple in form, the computation of test statistics and estimates is often difficult. Estimation, for instance, is usually confined to either maximum likelihood or Bayesian methods depending, partially, on one's philosophical belief. The maximum likelihood estimates are values which maximize a given likelihood function. The maximum likelihood method is more familiar to the practitioners in the field presumably because Bayesian methods are more recent and less known, and because it is employed in the classical book by Anderson (1958), or more recently, in the book by Kshirsagar (1972). The maximum likelihood method has the additional advantage that it is connected directly to hypothesis testing. A third and the oldest method, the least square method, which is prominent in the theory of linear models, is equivalent to the maximum likelihood method under the normal theory. This might be another reason for the dominance of the maximum likelihood method in multivariate analysis.
The need for matrix differentiation was pointed out in the paper by Dwyer and MacPhail (1948). In this paper, the authors define two kinds of derivatives symbolically, and apply it to the problem of least squares, canonical correlations and orthogonal regression. They also give two tables to illustrate various derivatives of real-valued functions with matrix variables or vice versa.

Following the above approach, Dwyer (1967) explores further applications of matrix derivatives and works out various formulae which are useful in multivariate analysis. The connection between matrix derivatives and Jacobians was examined. Results similar to those of Deemer and Olkin (1951) (originated by P.L. Hsu) are also obtained.

Later on, Tracy and Dwyer (1969) consider the derivatives of vectors with respect to vectors and use it to represent derivatives of matrix-valued functions with respect to matrices. This also leads to the second order derivatives of real-valued functions with respect to vectors or matrices. They give several applications in multivariate analysis with an attempt to justify that the critical values of the matrix-valued functions they find give the absolute minima (maxima). Following these presentations, Tracy and Singh (1972) and Singh (1972) generalize certain results to the case of partitioned matrices. In the period between the publication of these papers, the need for matrix differentiation is now well recognized and is referred to by Anderson (1958), Rao (1973) and Graybill (1969).

Econometricians also need matrix differentiation in the development of their theory. For example, Neudecker wrote three papers in the period of 1967 to 1969. In the investigation of
matrix differentiation, he uses the differential notions algebraic-
cally. In the 1969 paper, he also puts certain elements of a matrix
in vector form to represent the derivatives of matrix-valued func-
tions of matrix variables.

The paper by Vetter in 1970 is worth mentioning. In the
paper, he derives a chain rule and differential rules for matrix
product and Kronecker product and gives several examples to illus-
trate the applications of his differential rules. His work is aimed
at the applications of matrix differentiation to system and control
theory (see, for examples, Athans and Schwegge (1965), Athans and
Tse (1967) and Athans (1967)). In 1973, McDonald and Swaminathan
presented a system of matrix calculus and labelled them as McD.-S.
calculus. In their paper, they give their own definitions of
matrix derivatives and derive a chain rule and various product
rules. Later, MacRae (1974), McDonald (1976), Swaminathan (1976)
and Bentler and Lee (1975, 1978) all try to formulate and develop
matrix derivatives further in this direction.

However, while the techniques of matrix derivatives are
applied to various optimization problems in statistics or other
disciplines such as econometrics, there is a lack of justification
for the optimality of the solutions obtained by using matrix deriv-
tives. The formulae given by various authors are long, complicated
and difficult to remember. Another disadvantage with the existing
methods is that there is no unity in the matrix calculus developed
by various authors. Each researcher has his own basic definitions
and formulae. Such a situation could lead to confusion and jeopar-
dize the development, understanding and applications of the theory. One purpose of this dissertation is to connect the theory of matrix calculus to the familiar theory of multidimensional calculus (see, e.g., Apostol (1957) and Fleming (1977)) and linear algebra which can be treated and referred to as finite dimensional functional analysis. We shall show that the symbolic matrix derivatives mentioned above are nothing but linear transformations of the representations of certain differentials. The theory of monotone operators developed in the sixties (see, for example, Opial (1967)) will be used to find the optimal solutions of various optimization problems in statistics (Wong (to appear), Wong and Wong (1979, to appear)). We obtain some new algebraic results which are interesting in their own right. Optimal control models of regression experiments related to Chang (1979), Dorogovcev (1971) and Kiefer (1974) are presented here to illustrate optimization problems with solutions on the boundary of the region of concern. A problem raised in Chang and Wong (1979) in this connection is solved.

Chapter one will be devoted to matrix differentials and its representations. Chapter two will be devoted to the applications of differentials to the maximum likelihood theory and certain other optimization problems in statistics. Chapter three will be devoted to the solutions of certain problems of optimal control of a regression experiment.

For the sake of completeness, we include certain related results of Dr. Chi Song Wong, some of which are published and some to be published.
CHAPTER ONE

Representations of Differentials

1.1 Preliminaries

Let $L_1, L_2, \ldots, L_n$ be vector spaces over the real field $\mathbb{R}$. Recall that the product $\prod L_i$ of $L_i$'s is the linear space $\Omega$ of all functions $(x_i)$ on $\{1, 2, \ldots, n\}$ such that $x_i \in L_i, i = 1, 2, \ldots, n$. Each $L_i$ will be considered as a linear subspace of $\Omega$ by identifying each $x_i \in L_i$ with $f_i(x_i)$ in $\Omega$, where $f_i$ is the isomorphism of $L_i$ into $\Omega$ such that $(f_i(x_i))(j) = 0$ if $j \neq i$, $f_i(x_i)(i) = x_i$. Thus $\Omega$ is the direct sum $L_1 \oplus L_2 \oplus \ldots \oplus L_n$ of $L_1, L_2, \ldots, L_n$. Let $\Lambda$ be a function of $\Omega$ into $L$. $\Lambda$ is said to be multilinear (bilinear when $n = 2$) if $\Lambda$ is coordinatewise linear on each $L_i$, i.e., $\Lambda$ is linear in $x_i$ when all other $x_k$'s are fixed. $\Lambda((x_i))$ will be written as $x_1 \land x_2 \land \ldots \land x_n$.

Let $I$ be a nonempty finite set. $\mathbb{R}^I$ will denote the family of all functions of $I$ into $\mathbb{R}$ and will be equipped with the usual pointwise scalar multiplication and addition. $\mathbb{R}^I$ is a finite dimensional vector space over $\mathbb{R}$. When $I = \{1, 2, \ldots, m\} \times \{1, 2, \ldots, n\}$, $\mathbb{R}^I$ is the linear space $M_{m \times n}$ of all $m \times n$ matrices (over $\mathbb{R}$). When $n = 1$, $M_{m \times n}$ will be denoted by $\mathbb{R}^m$. In general, $f$ in $\mathbb{R}^J \times K$ is called a $J \times K$ matrix. $\{u_{i,j}\}_{i \in I(L), \ j \in I(L')}$
will be bases of $L, L_2$ respectively. Let $x \in L$. Then $x = \Sigma x_i u_i$ for some unique $x_i$'s in $R$. The function $[x] = \{x_i\}$ on $I(L)$ is called the \textbf{linear representation} of $x$ with respect to $\{u_i\}$.

\textbf{Theorem 1.1.1.} [ ] above is an isomorphism of $L$ onto $R^{I(L)}$.

$\Omega$ will be equipped with the basis $\{u_{i,j}\}_{j \in I(L_2)}$.

$\ell = 1, 2, 3 \ldots, n$. Suppose that $\Lambda$ is multilinear. Then there exists a function $[\Lambda] = (a_{i,j_1,j_2}, \ldots,j_n)$ of the Cartesian product $I = I(L) \times I_2$ into $R$ such that for any $u_{i,j_2}$'s.

$$u_{1,j_1} \Lambda u_{2,j_2} \Lambda \ldots \Lambda u_{n,j_n} = \Sigma_{i \in I(L)} a_{i,j_1,j_2, \ldots, j_n} u_i$$

$[\Lambda]$ is called the \textbf{linear representation} of $\Lambda$ (with respect to the given bases).

\textbf{Theorem 1.1.2.} [ ] above is an isomorphism of the family of all multilinear functions of $\Omega$ into $L$ onto $R^I$.

Suppose that $n = 1$. Then $\Lambda \in \mathfrak{A}(L_1, L)$, i.e. $\Lambda$ is a linear transformation of $L_1$ into $L$. For any $f \in R^I \times J$, $g \in R^J \times K$, the \textbf{(matrix product)} $fg$ of $f, g$ is defined as an element in $R^{I \times K}$ such that each

$$(fg)((i,k)) = \Sigma f((i,j))g((j,k)).$$
Theorem 1.1.3.

(a) \([\Lambda(x)] = [\Lambda] [x], x \in L_1; \Lambda \in L(L_1, L).\)

(b) For any \(\Lambda_1 \in L(L_2, L_2)\) and \(\Lambda_2 \in L(L_1, L),\)

\([\Lambda_1 \circ \Lambda_2] = [\Lambda_1] [\Lambda_2],\)

where \(\circ\) is the composition for functions.

(c) \([\cdot]\) is an isomorphism of the linear space \(L(L_1, L)\) onto \(R^I(L) \times I(L_1).\) Hence \(R^I \times I\) is an algebra which is isomorphic to \(L(L, L).\)

Theorem 1.1.4. Let

\((f, g) = \sum_{i \in I} f(i)g(i), f, g \in R^I.\)

Then \((, )\) is an inner product and \(R^I\) with \((, )\) is a Hilbert space.

Every Hilbert space will be equipped with an orthonormal basis. The usual orthonormal basis for \(R^I\) is \(\{e_i\};\)

\(e_i(j) = \delta_{ij}, i, j \in I,\)

where \(\delta_{ij}\)'s are the Kronecker signs. When \(I = J \times J, (, )\) above is called the trace inner product for \(R^I\) and the norm induced by \((, )\) is called the trace norm for \(R^I.\)
1.2 Differentials

Let $L, M$ be nontrivial finite dimensional Hilbert spaces (over $\mathbb{R}$). Let $\{u_i\}_{i \in I(L)}$ be an orthonormal basis of $L$. Let $C$ be an open set of $L$ and $f$ be a function of $C$ into $M$. Let $x \in C$. $f$ is said to be differentiable at $x$ and has differential $df(x)$ if there exists a linear transformation $df(x) : L \to M$ such that

$$\lim_{h \to 0} \frac{f(x + h) - f(x) - df(x)(h)}{\|h\|} = 0 \quad (\text{in } M).$$

Here $\| \cdot \|$ is the norm induced by the inner product in $L$. Let $\{v_j\}_{j \in I(M)}$ be an orthonormal basis of $M$. Then $f(x) = \sum_{j \in I(M)} f_j(x) v_j$ for some unique $f_j(x), j$. $f(x)$ will be denoted by $(f_j(x))$ and $f$ will be denoted by $(f_j)$. $\frac{\partial f_j(x)}{\partial x_i}$ will denote \[\begin{align*}
\lim_{t \to 0} \frac{f_j(x + tu_i) - f_j(x)}{t},
\end{align*}\] (in $\mathbb{R}$)

and is called the partial derivative of $f_j$ at the point $x$ in the direction of $u_i$. Suppose that $df(x)$ exists. Then

$$(df(x))(u_i, v_j) = \frac{\partial f_j(x)}{\partial x_i}$$

and so the representation $[df(x)]$ of $df(x)$ is

$$[df(x)] = \left( \frac{\partial f_j(x)}{\partial x_i} \right)_{(j,i) \in I(M) \times I(L)}.$$
Let \( A \) be a subset of \( C \). We say that \( f \in A^{(1)} \) if all partial derivatives \( \frac{\partial f_i(x)}{\partial x_i} \) of \( f \) are continuous for all \( x \in A \); \( f \in A^{(2)} \) if \( df \in A^{(1)} \). \( d(df) \) will be denoted by \( d^2f \).

1.3 Differential Rules

In the following, we shall present a series of rules which are direct generalizations of the corresponding ones in real variable calculus. With the usual calculus, we could prove easily all of the following rules algebraically.

Theorem 1.3.1. (Linear rule). Let \( L, M \) be nontrivial finite dimensional Hilbert spaces. Let \( A \) be a subset of \( L \), \( f, g \) be functions into \( M \) such that \( f, g \in A^{(1)} \). Then, for every \( x \in A \), \( dx \in L \), \( \alpha, \beta \in \mathbb{R} \),

\[
d(df + \beta g)(x)(dx) = \alpha df(x)(dx) + \beta dg(x)(dx).
\]

Theorem 1.3.2. (Chain rule). Let \( L, M, H \) be nontrivial finite dimensional Hilbert spaces. Let \( A \) be a subset of \( L \), \( B \) be a subset of \( M \), \( f, g \) be functions into \( H \) and \( M \) respectively such that \( f \in A^{(1)} \), \( g \in B^{(1)} \). Then, for every \( dx \in L \), \( x \in A \) with \( y = f(x) \in B \),

\[
d(g(f(x)))(dx) = dg(y)(df(x)(dx)).
\]
Theorem 1.3.3. (Rule for linear functions). Let \( L, M \) be nontrivial finite dimensional Hilbert spaces and \( f \) be a linear transformation of \( L \) into \( M \). Then, for every \( x, dx \in L \),
\[
\text{df}(x)(dx) = f(dx).
\]

Let \( L, L_1, L_2, \ldots, L_n \) be nontrivial finite dimensional Hilbert spaces, \( \Omega = L_1 \oplus L_2 \oplus \ldots \oplus L_n \), \( A = \Omega \), \( f \) be a function into \( L \) such that \( f \in A^{(1)} \). Let \( x = (x_i) \) be an element of the domain of \( f \),
\[
g_i(u) = f((x_1, \ldots, x_{i-1}, u, x_{i+1}, \ldots, x_n)').
\]
The differential of \( g_i \) at \( u = x_i \) will be denoted by \( \partial_{x_i} f(x) \).

Theorem 1.3.4. (Leibniz's rule). Let \( L, L_1, \ldots, L_n \) be nontrivial finite dimensional Hilbert spaces. Let \( A = \Omega = \prod_{i=1}^{n} L_i \) (\( = L_1 \oplus L_2 \oplus \ldots \oplus L_n \)) and \( f \) be a function into \( L \) such that \( f \in A^{(1)} \). Then, for every \( x = (x_i) \in A \), \( dx = (dx_i) \in \Omega \),
\[
\text{df}(x)(dx) = \sum_{i=1}^{n} \partial_{x_i} f(x)(dx_i).
\]
The following result follows from Theorems 1.3.3 and 1.3.4.
Theorem 1.3.5. (Rule for multilinear functions). Let $L, L_1, L_2, \ldots, L_n$ be nontrivial finite dimensional Hilbert spaces. Let $\Lambda$ be a multilinear function of $\Omega = \prod_{i=1}^{n} L_i$ into $L$. Then for every $(x_i), (dx_i) \in \Omega$,

$$d(x_1 \Lambda x_2 \Lambda \ldots \Lambda x_n)((dx_i)) = \sum_{i=1}^{n} x_1 \Lambda x_2 \Lambda \ldots \Lambda x_{i-1} \Lambda dx_i \Lambda x_{i+1} \Lambda \ldots \Lambda x_n.$$  

The following rule follows from Theorems 1.3.2 and 1.3.5.

Theorem 1.3.6. (Multivariate product rule). Let $M, L_1, \ldots, L_n$ be nontrivial finite dimensional Hilbert spaces. Let $\Lambda$ be a multilinear function of $\Omega = \prod_{i=1}^{n} L_i$ into $L$. Let $A \subset M$ and $f_i$ be functions into $L_i$ such that $f_i \in A^{(1)}$, $i = 1, 2, \ldots, n$. Then, for every $x \in A$, $dx \in M$,

$$d(f_1(x) \Lambda \ldots \Lambda f_n(x))(dx) = \sum_{i=1}^{n} f_1(x) \Lambda f_2(x) \Lambda \ldots \Lambda f_{i-1}(x) \Lambda (df_i(x)\Lambda f_{i+1}(x) \Lambda \ldots \Lambda f_n(x)).$$

The following result is a special case of Theorem 1.3.6.

Theorem 1.3.7. (Product rule). In Theorem 1.3.6, suppose that $n = 2$. Then

$$df_1(x) \Lambda f_2(x)(dx) = df_1(x)(dx) \Lambda f_2(x) + f_1(x) \Lambda df_2(x)(dx).$$
We shall now generalize the usual Hadamard product $\ast$ and the Kronecker product $\otimes$ for matrices: $\ast$ is nothing but the point-wise product for $\mathbb{R}^I$; $\otimes$ is a function of $\mathbb{R}^I \times \mathbb{R}^J \times \mathbb{R}^K \times \mathbb{R}^L$ into $\mathbb{R}^{(I \times K)} \times \mathbb{R}^{(J \times L)}$ such that for any $f \in \mathbb{R}^I$, $g \in \mathbb{R}^K \times \mathbb{R}^L$, each $(f \otimes g)(((i, j), (k, l))) = (f(i, j)g(k, l))$.

$\ast$ and $\otimes$ are obviously bilinear. The products $\otimes$ and $\otimes$ defined in Singh (1972), Tracy and Singh (1972), the product $\otimes$ defined in Khatri and Rao (1968) and the product $\ast$ defined in Swaminathan (1976) are all bilinear. The usual matrix product, inner product and many others are also bilinear. So the above product rule can be applied to all of them.

1.4 Quadratic Differential Forms

Let $L$ be a nontrivial finite dimensional Hilbert space and $A$ be an open subset of $L$. Let $f$ be a real-valued function such that $f \in A^{(2)}$. Let $x \in A$. We can calculate $d^2f(x)$ from $df(x)$. However, as we shall see in Chapter Two, it is more convenient to calculate $d^2f(x)$ through the quadratic form $Q(T)$ of $T = d^2f(x)$:

$$Q(T)(dx) = (dx, T(dx)) , dx \in L.$$

Theorem 1.4.1. Let $L$ be a nontrivial finite dimensional Hilbert space, $A$ be an open subset of $L$. Let $f$ be a real-valued function such that $f \in A^{(2)}$. Let $\{u_i\}_{i \in I(L)}$ be an orthonormal basis for $L$. Let $x \in A$, $dx \in L$. Then
(i) \[ [d^2f(x)] = \left( \frac{\partial^2 f(x)}{\partial x_i \partial x_j} \right) \] and \([d^2f(x)]\) is symmetric,

where each \(\frac{\partial^2 f(x)}{\partial x_i \partial x_j}\) denotes \(\frac{\partial}{\partial x_i} \left( \frac{\partial f(x)}{\partial x_j} \right)\).

(ii) \(Q(d^2f(x))(dx) = \partial_{dx}(df(x)(dx))(dx)\).

\([d^2f(x)]\) above is called the Hessian matrix of \(f\) at \(x\) with respect to \(\{u_i\}\).

1.5 Representations

Theorem 1.5.1 (Linear rule). In Theorem 1.3.1,

\([d(af + bg)(x)] = a[df(x)] + b[dg(x)],\)

i.e.,

\([d(af + bg)(x)(dx)] = a[df(x)][dx] + b[dg(x)][dx].\)

Theorem 1.5.2. (Chain rule). In Theorem 1.3.2,

\([dg(f(x))] = [dg(y)][df(x)],\)

i.e.,

\([dg(f(x))(dx)] = [dg(y)][df(x)][dx].\)
Theorem 1.5.3. (Rule for linear functions). In Theorem 1.3.3,
\[
[\text{df}(x)] = [f],
\]
i.e.,
\[
[\text{df}(x)(dx)] = [f][dx].
\]

Theorem 1.5.4. (Leibniz's rule). In Theorem 1.3.4,
\[
[\text{df}(x)] = [[\partial_{x_i} f(x)]]
\]
(a partitioned $I(L) \times (\prod_{i=1}^{n} I(L_i))$ matrix), i.e.,
\[
[\text{df}(x)(dx)] = \sum_{i=1}^{n} [\partial_{x_i} f(x)] [dx_i].
\]

Theorem 1.5.5. (Rule for multilinear functions). In Theorem 1.3.5,
\[
[\text{d}(x_1 \wedge x_2 \wedge \ldots \wedge x_n)] = [[x_1 \wedge x_2 \wedge \ldots \wedge x_{i-1} \wedge x_{i+1} \wedge \ldots \wedge x_n]]
\]
(a partitioned $I(L) \times (\prod_{i=1}^{n} I(L_i))$ matrix), i.e.,
\[
[\text{d}(x_1 \wedge x_2 \wedge \ldots \wedge x_n)(dx)] = \sum_{i=1}^{n} [x_1 \wedge \ldots \wedge x_{i-1} \wedge x_{i+1} \wedge \ldots \wedge x_n][dx_i].
\]
Theorem 1.5.6. (Multivariate product rule). In Theorem 1.3.6,

$$[d(f_1(x) \Lambda f_2(x) \Lambda \ldots \Lambda f_n(x))] = \sum_{i=1}^{n} [f_1(x) \Lambda \ldots \Lambda f_{i-1}(x) \Lambda f_i(x) \Lambda \ldots \Lambda f_n(x)] df_i(x),$$
i.e.,

$$[d(f_1(x) \Lambda f_2(x) \Lambda \ldots \Lambda f_n(x))(dx)] = \sum_{i=1}^{n} [f_1(x) \Lambda \ldots \Lambda f_{i-1}(x) \Lambda f_i(x) \Lambda \ldots \Lambda f_n(x)] df_i(x))] \ dx.$$

Theorem 1.5.7. (Product rule). In Theorem 1.3.7,

$$[d(f_1(x) \Lambda f_2(x))] = [\Lambda f_2(x)] df_1(x) + [f_1(x) \Lambda .] df_2(x),$$
i.e.,

$$[d(f_1(x) \Lambda f_2(x))(dx)] = [\Lambda f_2(x)] df_1(x)] [dx] + [f_1(x) \Lambda .] [df_2(x)] [dx].$$

Let us use the term "theory of differentials" to denote the usual theory of differentials and the related topics in linear algebra, and use the term "theory of matrix derivatives" to denote those results on matrix derivatives obtained in various papers in statistics, such as Dwyer and MacPhail (1948), Dwyer (1967), Dwyer and Tracy (1969), Neudecker (1967, 1968, 1969), Vetter (1970), MacDonald and Swaminathan (1973), MacRae (1974). Some results in the theory of differentials have been presented in section 1.1.1 - 1.5.7. Most of these results are reformulations of familiar results from undergraduate analysis (Theorem 1.3.5 is exercise 2-14 of Spivak (1965)).
are presented in such a way that all of them appear to be trivial. Our main contribution here is to connect the theory of differentials to the theory of matrix derivatives. Such a connection justifies, corrects, simplifies and generalizes the theory of matrix derivatives. As an illustration, we shall pay particular attention to Theorem 1.5.7.

Lemma 1.5.8. Let $\Lambda$ be a bilinear function of $M_{n_1 \times n_1} \times M_{n_2 \times n_2}$ into $\mathbb{R}^{i \times j}$. Let $[\Lambda] = (a(r, s)) = (a(r, s), ((i, j), (k, \ell)))$ be the representation of $\Lambda$ with respect to the usual basis. Then

(i) $a_{(i,j),(k,\ell)}^{(r,s)} = \delta_{rk} \delta_{jk} \delta_{s\ell}$, if $\Lambda$ is the usual matrix product with $n_1 = n_2$.

(ii) $a_{(i,j),(k,\ell)}^{(1,1)} = \delta_{ik} \delta_{j\ell}$, if $\Lambda$ is the trace inner product.

(For simplicity, we shall write $a_{(i,j),(k,\ell)}$ for $a_{(i,j),(k,\ell)}^{(1,1)}$.)

(iii) $a_{(i,j),(k,\ell)}^{(r,s)} = \delta_{rk} \delta_{s\ell} \delta_{i\ell} \delta_{si}$, if $\Lambda$ is the Hadamard product.

(iv) $a_{(i,j),(k,\ell)}^{(i',k')} = \delta_{ii'} \delta_{jj'} \delta_{kk'} \delta_{\ell\ell'}$, if $\Lambda$ is the Kronecker product.
Proof.

(i) Let \( \{ e^{(i,j)} \} \), \( i=1, 2, \ldots, m_1 \), \( j=1, 2, \ldots, n_1 \); \( \{ f^{(k,\ell)} \} \), \( k=1, \ldots, n_2 \) be the usual bases of \( M_{m_1 \times n_1} \) and \( M_{n_1 \times n_2} \) respectively. Let \( \{ g^{(r,s)} \} \), \( r=1, 2, \ldots, m_1 \); \( s=1, 2, \ldots, n_2 \) be the usual basis of \( M_{m_1 \times n_2} \). Then

\[
e^{(i,j)} f^{(k,\ell)} = \sum_{r,s} a^{(i,j),(k,\ell)} g^{(r,s)}.
\]

So

\[
(e^{(i,j)} f^{(k,\ell)})_{\alpha \beta} = \sum_{r,s} a^{(i,j),(k,\ell)} g^{(r,s)} \delta_{\alpha \beta} = \sum_{r,s} a^{(r,s)} \delta_{\alpha \beta} = a^{(\alpha,\beta)} \delta_{\alpha \beta}.
\]

On the other hand,

\[
(e^{(i,j)} f^{(k,\ell)})_{\alpha \beta} = \sum_u e^{(i,j)} f^{(k,\ell)}_{\alpha \beta} = \delta_{i \alpha} \delta_{j k} \delta_{\alpha \beta}.
\]

So

\[
\delta_{i \alpha} \delta_{j k} \delta_{\alpha \beta} = a^{(r,s)} g^{(i,j),(k,\ell)}.
\]

(ii) Let \( \{ e^{(i,j)} \} \), \( i=1, 2, \ldots, m \); \( j=1, 2, \ldots, n \) be the usual basis of \( M_{m \times n} \). Then
\[ a(i,j)(k,\ell) = e^{(i,j)}(k,\ell) \]
\[ = \sum_{\sigma, \beta} e^{(i,j)}(k,\ell) e^{(\alpha, \beta)} \]
\[ = \delta_{i\alpha} \delta_{j\beta} \delta_{k\alpha} \delta_{\ell\beta} \]
\[ = \delta_{ik} \delta_{j\ell}. \]

(iii). Let \( \{e^{(i,j)}\} i=1, 2, \ldots, m, j=1, 2, \ldots, n \) be the usual basis of \( M_{mn} \). Then

\[ (e^{(i,j)} \otimes e^{(k,\ell)})_{\alpha\beta} = e^{(i,j)} e^{(k,\ell)}_{\alpha\beta} \]
\[ = \delta_{i\alpha} \delta_{j\beta} \delta_{k\alpha} \delta_{\ell\beta}, \]
and

\[ (e^{(i,j)} \otimes e^{(k,\ell)})_{\alpha\beta} = \sum_{r,s} a^{(r,s)}(i,j)(k,\ell) e^{(r,s)}_{\alpha\beta} \]
\[ = a^{(r,s)}(i,j)(k,\ell) \delta_{r\alpha} \delta_{s\beta}. \]

(iv). Let \( \{e^{(i,j)}\} i=1, 2, \ldots, m_1, j=1, 2, \ldots, n_1 \), \( \{f^{(k,\ell)}\} i=1, 2, \ldots, m_2, j=1, 2, \ldots, n_2 \) and \( \{g^{(i^*, j^*)}\} i^*=1, 2, \ldots, m_1, k^*=1, 2, \ldots, m_2, j^*=1, 2, \ldots, n_2 \) be the usual basis of \( M_{m_1 \times n_1} \) and \( M_{m_2 \times m_2} \) and \( R(\{1, 2, \ldots, m_1\} \times \{1, 2, \ldots, m_2\}) \times \{1, 2, \ldots, n_1\} \times \{1, 2, \ldots, n_2\} \) respectively. Then
\[(e^{(i,j)} \otimes f^{(k,\ell)})(i',k'),(j',\ell'))\]

\[= \sum_{(i'',k''),(j'',\ell'')} a^{(i'',k'')}(i'',k'')(j'',\ell'') g^{(i',k'),(j',\ell')}\]

\[= a^{(i',k')}(j',\ell'))\]

and

\[(e^{(i,j)} \otimes f^{(k,\ell)})(i',k')(j',\ell')) = \delta_{i'i} \delta_{j'j} \delta_{kk'} \delta_{\ell'\ell'}.\]

The required result follows. \textit{q.e.d.}

Before presenting the representations of the differentials of various matrix products, we shall rewrite Theorem 1.5.7 in such a form that Lemma 1.5.8 can readily be used. Let

\[I_1 x I_2 x \ldots x I_k,\]

\[A \in R^{1 \times I_1},\quad B \in R^{I_k},\quad A \otimes B = \left( \sum_{i_1 \in I_1} a_{i_1, j_2, \ldots, j_k} b_{j_1} \right)_{i_1} \]

\[\in R^{I_1 \times I_2 \times I_3 \times \ldots \times I_k},\]

\[B \otimes A = A \otimes B.\]

For example, let \(A = (a^{i,j,k}), i,j,k = 1,2,\) with \(a^{111} = 1, a^{112} = 2, a^{121} = 3, a^{122} = 4, a^{211} = 5, a^{212} = 10, a^{221} = 7, a^{222} = 9, B = (b_\ell),\)

\[\ell = 1,2 \text{ with } b_1 = 1, b_2 = -1.\] Then \(B \odot A = (c^{i,j,k})\) with \(c_{11} = -4,\)
\(c_{12} = -8, c_{21} = -4\) and \(c_{22} = 15\). Also \(B \begin{pmatrix} A \end{pmatrix} = (d_{ik})\) with \(d_{11} = -2, d_{12} = -2, d_{21} = -2, d_{22} = 1\). \(B \begin{pmatrix} A \end{pmatrix}\) and \(B \begin{pmatrix} 2 \end{pmatrix} A\) could be put into matrix form as follows:

\[
B \begin{pmatrix} 1 \end{pmatrix} A = \begin{pmatrix} -4 & -8 \\ -4 & -5 \end{pmatrix}
\]

and

\[
B \begin{pmatrix} 2 \end{pmatrix} A = \begin{pmatrix} -2 & -2 \\ -2 & 1 \end{pmatrix}
\]

Lemma 1.5.9. Let \(\Lambda\) be a bilinear function of \(R^I_1 \times R^I_1\) into \(R^I_1\). Let \(A \in R^I_1\), \(B \in R^I_1\). Then

\[
[A \Lambda , ] = A \bigotimes [\Lambda], \quad [A \Lambda B] = [\Lambda] \otimes B.
\]

Proof.

Let \(B_1 = \{d^{k\ell}\}, B_2 = \{e^{rs}\}, B = \{g^{uv}\}\) be the usual bases of \(R^I_1\), \(R^I_2\), and \(R^I_4\) respectively. Write

\[
[A] = (a(u,v), (k,\ell), (r,s)) = (a^{(u,v)}_{(k,\ell)}, (r,s)),
\]

\[
A = \sum_{k,\ell} a_{k\ell} d^{k\ell}, \quad B = \sum_{r,s} b_{rs} e^{rs},
\]

where \(a_{k\ell}, b_{rs} \in R\). Then
\[ d^{k_2} A B = \sum_{r,s} d^{k_2} A e^{rs} \]
\[ = \sum_{r,s} \sum_{u,v} a^{(u,v)}(k,\ell),(r,s) g^{uv} \]
\[ = \sum_{u,v} \sum_{r,s} a^{(u,v)}(k,\ell),(r,s) g^{uv} \cdot \]
So
\[ [\Lambda B] = (\sum_{r,s} a^{(u,v)}(k,\ell),(r,s))((u,v),(k,\ell)) \]
\[ = [\Lambda] 3 B. \]

Similarly,
\[ A \Lambda e^{rs} = \sum_{k,\ell} a_{k\ell} d^{k_2} A e^{rs} \]
\[ = \sum_{k,\ell} a_{k\ell} \sum_{u,v} a^{(u,v)}(k,\ell),(r,s) g^{uv} \]
\[ = \sum_{u,v} \sum_{k,\ell} a_{k\ell} a^{(u,v)}(k,\ell),(r,s) g^{uv} \cdot \]
So
\[ [\Lambda \Lambda.] = (\sum_{k,\ell} a_{k\ell} a^{(u,v)}(k,\ell),(r,s))((u,v),(k,\ell)) \]
\[ = A \odot [\Lambda]. \quad \text{q.e.d.} \]

Theorem 1.5.10. (Product rule). In Theorem 1.5.7, suppose that
\[ L_1 = R_1^n \times L_2 = R_3^n \times L_4 = R_1 \times J. \]
Then with the usual bases,
\[ [d f_1(x) \Lambda f_2(x)] = ([\Lambda] 3 f_2(x)) [d f_1(x)] + (f_1(x) \odot [\Lambda]) [d f_2(x)]. \]
We close this section with a series of corollaries showing certain specializations of Theorem 1.5.10. The usual bases for \( R^I \)'s will be assumed.

Corollary 1.5.11. (Inner product rule). In Theorem 1.5.10, suppose that \( \Lambda \) is the trace inner product. (Whence \( L_1 = L_2 \) and \( L = R \).) Then

\[
[d(\mathcal{f}_1(x) \mathcal{f}_2(x))] = \mathcal{f}_1(x)[d\mathcal{f}_2(x)] + \mathcal{f}_2(x)[d\mathcal{f}_1(x)].
\]

Proof.

Let \( Y \in L_1 \). By Lemma 1.5.8,

\[
[\Lambda] \otimes Y = \left( \sum_{k,l} Y_{kl} \delta_{ik} \delta_{j\ell} \right)
\]

\[
= (Y_{ij})
\]

\[
= Y.
\]

Similarly,

\[
Y \otimes [\Lambda] = \left( \sum_{i,j} Y_{ij} \delta_{ik} \delta_{j\ell} \right)
\]

\[
= (Y_{ki})
\]

\[
= Y.
\]

Therefore, by Theorem 1.5.10,

\[
[d(\mathcal{f}_1(x) \mathcal{f}_2(x))] = \mathcal{f}_1(x)[d\mathcal{f}_2(x)] + \mathcal{f}_2(x)[d\mathcal{f}_1(x)]. \quad \text{q.e.d.}
\]
An equivalent version of corollary 1.5.11 can be found in Bentler and Lee (1978).

Corollary 1.5.12. (Matrix product rule). In Theorem 1.5.10, suppose that $\Lambda$ is the matrix product on $M_{n_1 \times n_1} \times M_{n_1 \times n_2}$. Then

$$[d(f_1(x)f_2(x))] = (I_{n_1} \otimes (f_1(x))') [df_1(x)] + (f_1(x) \otimes I_{n_2}) [df_2(x)].$$

Proof.

Let $Y \in M_{n_1 \times n_1}$; $Z \in M_{n_1 \times n_2}$. Then by Lemma 1.5.8,

$$Y \odot [\Lambda] = \left( \sum_{k,l} Y_{kl} \delta_{il} \delta_{jk} \delta_{ks} \right)$$

$$= (Y_{js} \delta_{j\ell})$$

$$= I_{n_1} \otimes Y',$$

$$Z \odot [\Lambda] = \left( \sum_{i,j} Z_{ij} \delta_{il} \delta_{jk} \delta_{ks} \right)$$

$$= (Z_{rk} \delta_{ks})$$

$$= Z \otimes I_{n_2}.$$  

So by Theorem 1.5.10,

$$[d(f_1(x)f_2(x))] = (I_{n_1} \otimes (f_2(x))') [df_1(x)] + (f_1(x) \otimes I_{n_2}) [df_2(x)].$$
An equivalent version of corollary 1.5.12 can be found in McDonald and Swaminathan (1973).

For any $A \in \mathbb{R}^{n \times 1}$, $B \in \mathbb{R}^{1 \times n}$, the Hadamard product $A \times_j B$ (or write as $B^\times j \cdot A$) is defined as the element in $\mathbb{R}^{1 \times n}$ such that

$$A \times_j B = (a_{i_1 j_1}, a_{i_2 j_2}, \ldots, a_{i_{j-1} j_{j-1}}, a_{i_{j-1} j_{j-1}}, \ldots, a_{i_n j_n}).$$

For example, let

$$I_1 = \{1,2\} \times \{1,2\}, I_2 = \{1,2\} \times \{1,2,3\},$$

$$C = (c(i,j),(k,\ell)) \in \mathbb{R}^{I_1 \times I_2}$$

$$D = (d_{i,j}) \in \mathbb{R}^{I_1}$$

with

$$c(i,j)(k,\ell) = i\ell jk,$$

$$d_{ij} = i+j.$$ 

Then

$$D \times_1 C = ((i+j)(ijk\ell)) \in \mathbb{R}^{I_1 \times I_2}$$

and can be written as the following $4 \times 6$ matrix by arranging the indices of the rows and columns of $D \times_1 C$ in lexicographical order:
Corollary 1.5.13. (Hadamard product rule). In Theorem 1.5.10, suppose that $\Lambda$ is the Hadamard product on $M_{mn} \times M_{mn}$. Then

$$[d(f_1(x) \ast f_2(x))] = f_1(x) \ast_1 [df_2(x)] + f_2(x) \ast_1 [df_2(x)],$$

i.e.,

$$[d(f_1(x) \ast f_2(x))] = [f_1(x)][df_2(x)] + [f_2(x)][df_1(x)],$$

where $[A]$ is defined to be the $mn \times mn$ diagonal matrix whose diagonal elements $d_{ii} = a_{ii}$, the entry of a $1 \times mn$ vector $A = a_i$ at the position $i$. (See Bentler and Lee (1978)).

Proof.

Let $Y \in M_{mn}$. By Lemma 1.5.7,

$$[\Lambda] \odot Y = \sum_{k,l} \delta_k \delta_l \delta_i \delta_j s_{ij}$$
Similarly,

\[ Y_{ij} \delta_{ir} \delta_{sj} = (Y_{k \ell} \delta_{ir} \delta_{sj})((r,s),(i,j)) \]

So by Theorem 1.5.10,

\[ [df_1(x) \otimes f_2(x)] = f_1(x) \cdot [df_2(x)] + f_2(x) \cdot [df_1(x)]. \quad \text{q.e.d.} \]

For any \( A \in \mathbb{R}^{I_1 \times I_2} \), \( B \in \mathbb{R}^{I_3 \times I_4} \), define

\[ A \otimes_1 B = (a(i_1,i_2),(i_3,i_4),b(i_5,i_6)) \in \mathbb{R}^{(I_1 \times I_5) \times (I_2 \times I_6) \times (I_3 \times I_4)} \]

\[ A \otimes_2 B = (a(i_1,i_2),(i_3,i_4),b(i_5,i_6)) \in \mathbb{R}^{(I_1 \times I_2) \times ((I_3 \times I_5) \times (I_4 \times I_6))} \]

\[ B \otimes_1 A = (a(i_1,i_2),(i_3,i_4),b(i_5,i_6)) \in \mathbb{R}^{((I_5 \times I_1) \times (I_6 \times I_2)) \times (I_3 \times I_4)} \]

\[ B \otimes_2 A = (a(i_1,i_2),(i_3,i_4),b(i_5,i_6)) \in \mathbb{R}^{(I_1 \times I_2) \times ((I_3 \times I_5) \times (I_6 \times I_4))} \]

Corollary 1.5.14. (Kronecker product rule). In Theorem 1.5.10, suppose that \( \Lambda \) is the Kronecker product on \( \mathbb{R}^{I_1 \times I_2} \times \mathbb{R}^{I_3 \times I_4} \). Then

\[ [df_1(x) \otimes f_2(x)] = ((I_{m_1} \otimes I_{n_1}) \otimes_1 f_2(x))[df_1(x)] + ((f_1(x) \otimes_1 (I_{m_2} \otimes I_{n_2}))[df_2(x)]. \]

\[ (1.5.1) \]
Proof.

Let \( \{ e^{ij} \} \) \( i=1, 2, \ldots, m \), \( j=1, 2, \ldots, n \), \( \{ h^{ki} \} \) \( k=1, 2, \ldots, m', \) \( i=1, 2, \) \( \ldots, n' \) be the usual basis for \( R^{m \times n} \) and \( R^{m' \times n'} \) respectively. Then, from the proof of Lemma 1.3.7,

\[
\begin{align*}
(a^{rs})_{(i,j),(k,l)} &= (e^{ij} \otimes h^{kl})_{rs}.
\end{align*}
\]

Let \( Y \in R^{m \times n} \), \( Z \in R^{m' \times n'} \). Then

\[
\begin{align*}
[A] \otimes Z &= (\sum_{k,l} Z_k \delta_{ii}' \delta_{jj}' \delta_{kk} \delta_{ll}') \\
&= (Z_k \delta_{ii}' \delta_{jj}') \\
&= (I_m \otimes I_n) \otimes Z.
\end{align*}
\]

Similarly,

\[
Y \otimes [A] = Y \otimes (I_m \otimes I_n) [df_2(x)].
\]

By Theorem 1.5.10, we obtain

\[
[ df_1(x) \otimes f_2(x) ] = [ (I_m \otimes I_n) \otimes 1 f_2(x) ] [ df_1(x) ] + \\
( f_1(x) \otimes (I_m \otimes I_n) ) [ df_2(x) ].
\]

q.e.d.

We shall now compare the Kronecker product rule obtained by Bentler and Lee (1978) with corollary 1.5.14. It can be proved that the derivative of a matrix-valued function \( f \) with respect to
a matrix variable \( x \) given by Bentler and Lee (1978) is, in terms of our notations, the transpose of \([df(x)]\). The Kronecker product rule in Bentler and Lee (1978) states that, in terms of our notations in corollary 1.5.14,

\[
[d(f_1(x) \otimes f_2(x))] = [(d_{f_1}(x))(I_{m_1 n_1} \otimes f_2(x)) + [d_{f_2}(x)]
\]

\[
(f_1(x) \otimes I_{n_2 n_2}))[I_{m_1} \otimes E^{n_2 m_1}] \otimes I_{n_2},
\]

(1.5.2)

where \( A \) is the \( 1 \times mn \) row vector \([A_1, A_2, \ldots, A_m]\) with each \( A_i \) the \( i^{th} \) row of an \( mm \times \) matrix \( A \), \( E^{mr} \) is the \( mr \times \) \( mr \) matrix such that, for \( 1 \leq g \leq mr \) and \( 1 \leq h \leq mr \), \( e_{gh} = 1 \), if \( g = r(j-1) + k \), \( h = m(k-1) + j \ (0 < j \leq m; 0 < k \leq r) \), and \( e_{gh} = 0 \) otherwise. \( E^{mr} \) is called a commutation matrix in Magnus and Neudecker (1979) and also appears in Tracy and Dwyer (1969) and MacRae (1974), where the notation \( I_{(m,r)} \) is used. As an example, let \( m = 2, r = 3 \). Then

\[
P_{2 \times 3} = \begin{pmatrix}
1 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 \\
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 1
\end{pmatrix}
\]

In order to compare (1.5.1) with (1.5.2), we consider

\[
(I_{m_1 n_1} \otimes E_{2 \times 2}^{(x)})(I_m \otimes E^{n_2 m_1} \otimes I_n) \text{ and } (I_{m_1} \otimes I_n) \otimes f_2(x).
\]
Since

$$((I_{m_1} \otimes I_{n_1} \otimes f_2(x)))' = (\delta_{ij} \delta_{kl} f^2_{2\alpha\beta'} ((j, l), ((i, k)(\alpha, \beta)))$$

and

$$(I_{m_1} \otimes f_2(x)) (I_{m_1} \otimes \bigotimes_{n_1}^m \otimes I_{n_2})$$

$$= (\delta_{jj}, \delta_{ZZ}, Z_{\alpha'}, \beta') ((j, Z), ((j', Z'), (\alpha', \beta'))$$

$$= (\delta_{ij} \delta_{il} \delta_{k\alpha'} \delta_{\beta'}) ((j', Z')(\alpha', \beta'), ((i, k), (\alpha, \beta)))$$

$$= \sum_{j', Z', \alpha', \beta'} \delta_{jj} \delta_{ZL} f_{2\alpha'} \beta' \delta_{ij} \delta_{ZL} \delta_{k\alpha'} \delta_{\beta'} ((j, Z), ((i, k), (\alpha, \beta)))$$

$$= (\delta_{ij} \delta_{kl} f^2_{2\alpha\beta}).$$

$$((I_{m_1} \otimes I_{n_1}) \otimes f_2(x))' = (I_{m_1} \otimes f_2(x)) (I_{m_1} \otimes \bigotimes_{n_1}^m \otimes I_{n_2}).$$

(1.5.3)

Similarly,

$$(f_1(x) \otimes f_1(I_{m_2} \otimes I_{n_2}))' = (f_1(x) \otimes I_{m_2 n_2}) (I_{m_1} \otimes \bigotimes_{n_1}^m \otimes I_{n_2}).$$

(1.5.4)

(1.5.3) and (1.5.4) give a shorter and rigorous proof of the result (1.5.2) of Bentler and Lee (1978). It is more important to realize that although (1.5.1) and (1.5.2) represent the very same product rule, our (1.5.1) is simpler than (1.5.2).
In this section, we have used various product rules, especially the Kronecker product rule to illustrate the simplicity of our general, rigorous and practical approach. We can carry out similar conclusions for many rules other than the Kronecker product rule.

1.6 Examples

Example 1.6.1. Let \( X, dX \in \mathbb{M}_{pxq} \), \( f(X) = X' \). Then

\[
df(X)(dX) = (dX)'
\]

and

\[
[df(X)] = (\delta_{is}\delta_{jr})((r,s),(i,j))'
\]

Example 1.6.2. Let \( X, dX \in \mathbb{M}_{pxp} \), \( f(X) = |X| \). Then

\[
df(X)(dX) = \text{tr}((\text{adj}X)'dX).
\]

Hence if \( X^{-1} \) exists, then

\[
df(X) = |X| trX^{-1}dX
\]

and

\[
[df(X)] = |X| (X^{-1})'.
\]

The above result can easily be proved by Leibniz's rule and the rule for linear functions. The main result in Golberg (1972) follows from Example 1.6.2 and the chain rule.
Example 1.6.3. Let $X \in M_{qxp}$, $A \in M_{pxq}$, $B \in M_{pxr}$. Then, since $X - A X B$ is linear,

$$d(A X B)(dX) = A(dX)B.$$ 

Now by corollary 1.5.12,

$$[d(A X B)] = (I_q \otimes B') [d(AX)]$$

$$= (I_q \otimes B') ((A \otimes I_p)[dX])$$

$$= (I_q \otimes B') (A \otimes I_p)$$

$$= A \otimes B'.$$

Example 1.6.4. Let $X, dX \in M_{pxp}$ such that $X^{-1}$ exists. Then

(i) $d(\ln |X|)(dX) = tr X^{-1}(dX)$

and

$$[d\ln |X|] = (X^{-1})'.$$

(ii) $dX^{-1}(dX) = -X^{-1}(dX)X^{-1}$

and

$$[dX^{-1}] = -X^{-1} \otimes (X^{-1})'.$$

Proof.

We shall prove (ii). By Cramer's rule, it is easy to see that the inverse function is differentiable on its domain. Since $X^{-1} = I_p$, 


\[ 0 = d(XX^{-1})(dX) \]
\[ = dX(dX)X^{-1} + X(dX^{-1}(dX)) \]
\[ = (dX)X^{-1} + X(dX^{-1}(dX)). \]

Hence

\[ dx^{-1}(dX) = -x^{-1}(dX)x^{-1}. \]

By Corollary 1.5.12,

\[ 0 = (I_p \otimes X')(dx^{-1}) + X^{-1} \otimes I_p \]

Hence

\[ [dx^{-1}] = -(I_p \otimes X')^{-1}(X^{-1} \otimes I_p) \]
\[ = -(I_p \otimes (X')^{-1})(X^{-1} \otimes I_p) \]
\[ = -x^{-1} \otimes (X'^{-1}). \]
q.e.d.

The function \( f \) in the following example is mentioned in Bentler and Lee (1978) to challenge the existing matrix differentiation methods which had been developed up to that date.

Example 1.6.5. (Bentler and Lee (1978, p.225)). Let

\[ X = (X_1, X_2, X_3, X_4, X_5), \text{ where } X_i \in M_{m_i \times n_i}, i = 1, 2, \ldots 5, \]

\[ Y = (X_1 \otimes X_2)X_3(X_4 \otimes X_5) \] such that \( Y^{-1} \) exist. Let \( f(X) = \text{tr}Y^{-1}. \) By Leibniz's rule,
\[
\frac{df(X)}{dX} = \sum_{i=1}^{5} a_{x_i} f(X)(dX_i).
\]

By the rules for linear functions and inverses,

\[
\frac{a_{x_1}}{X_1} f(X)(dX_1) = -\text{tr}Y^{-1} a_{x_1} Y(dX_1) Y^{-1}
\]

\[
\phi = -\text{tr}Y^{-1}(dX_1 \otimes X_3)(X_4 \otimes X_5)Y^{-1}.
\]

Likewise,

\[
\frac{a_{x_2}}{X_2} f(X)(dX_2) = -\text{tr}Y^{-1}(X_1 \otimes dX_2)X_3(X_4 \otimes X_5)Y^{-1},
\]

\[
\frac{a_{x_3}}{X_3} f(X)(dX_3) = -\text{tr}Y^{-1}(X_1 \otimes X_2)(dX_3)(X_4 \otimes X_5)Y^{-1},
\]

\[
\frac{a_{x_4}}{X_4} f(X)(dX_4) = -\text{tr}Y^{-1}(X_1 \otimes X_2)X_3(dX_4 \otimes X_5)Y^{-1},
\]

\[
\frac{a_{x_5}}{X_5} f(X)(dX_5) = -\text{tr}Y^{-1}(X_1 \otimes X_2)X_3(X_4 \otimes dX_5)Y^{-1}.
\]
CHAPTER TWO

Maxima And Minima in Linear Models

and Multivariate Analysis

2.1 Introduction

Optimization problems in statistics can be divided up into two types: one which has the optimal solutions appeared in the interior of the region of concern and the other one which has the optimal solutions appeared on the boundary of the region of concern. For the first type, matrix differentiation is an important tool. In this chapter, we shall illustrate how matrix differentiation could be applied in various situations.

2.2 Preliminaries

In order to prove the optimality results in the following sections, we need several results which are of interest in their own right.

$\mathbf{P}_n$ will denote the set of all $n \times n$ positive definite matrices; $\mathbf{S}_n$ will denote the Hilbert space of all $n \times n$ symmetric matrices over $\mathbb{R}$; $\text{SpA}$ will denote the range of the spectrum, i.e., the set of all eigenvalues of $A$. It is well-known that $A \in \mathbf{P}_n$ implies that $\text{SpA} \subset (0, \infty)$. Moreover, $\text{Sp(AB)} \subset [0, \infty)$ if $A \in \mathbf{P}_n$, $B \in \mathbf{M}_{n \times n}$ and $B$ is nonnegative definite.
Theorem 2.2.1. Let $A, B \in \mathbb{P}_n$ such that $A \neq B$. Then

(i) $\text{Sp}((A-B)(A^{-1}-B^{-1})) \subset (-\infty, 0]$, 

(ii) $\text{Sp}((A-B)(A^{-1}-B^{-1})) \neq \{0\}$.

Hence,

$\text{tr}(A-B)(A^{-1}-B^{-1}) < 0$.

Recently, Ky Fan generalized the above result to the following:

Let $A$ be a non-singular Hermitian matrix of order $n$, with $p$ positive eigenvalues and $q$ negative eigenvalues, $p + q = n$. Let $B$ be a positive definite Hermitian matrix of order $n$, and let

$C = (A^{-1}-B^{-1})(A-B)$.

Then all the eigenvalues of $C$ are real, $p$ of them non-positive, and $q$ of them are positive. Furthermore, if exactly $r$ of the eigenvalues of $B^{-1/2}AB^{-1/2}$ (or the similar matrix $A^{-1}B$) are equal to 1, then $C$ has exactly $r$ eigenvalues equal to zero.

Theorem 2.2.2. Let $A, B, W \in \mathbb{P}_n$. Then

$\text{tr}(AWA-BWB)(A^{-1}-B^{-1}) < 0$.

Hence

$\text{tr}(A^2-B^2)(A^{-1}-B^{-1}) < 0$. 
Proof.

Since A, B are positive definite, there exist a non-singular matrix P and a diagonal matrix D such that

\[ A = PP' \]
\[ B = PDP'. \]

So

\[
\text{tr}(AWA'BW)(A^{-1}B^{-1})
\]
\[
= \text{tr}(AWBA^{-1}AB^{-1} + BW)
\]
\[
= \text{tr} AW(I-AB^{-1}) - \text{tr}BW(B^{-1}A-I)
\]
\[
= \text{tr} PP'W(I-PD^{-1}P^{-1}) - \text{tr} PDP'W(PDP^{-1}I)
\]
\[
= \text{tr} P'W(I-PD^{-1}P^{-1})P - \text{tr} P'W(PDP^{-1}I)PD
\]
\[
= \text{tr} [P'WP - P'WPD^{-1}P'WP + P'WP]
\]
\[
= \text{tr} P'WP(I-D^{-1}D^{-2} + D).
\]

Let \( E = I-D^{-1}D^{-2} + D \). Then \( E \) is diagonal. Let \( a_i \) be the entry of \( D \) at \((i,i)\). Then the entry \( b_i \) of \( E \) at \((i,i)\) is

\[
b_i = 1 - \frac{1}{a_i} - a_i^2 + a_i
\]
\[
= -\frac{1}{a_i} (a_i^3 - a_i^2 - a_i + 1)
\]
\[
= -\frac{1}{a_i} (1 - a_i)(1 + a_i) \leq 0.
\]
At least one of \( b_i < 0 \), otherwise all \( a_i = 1 \), i.e., \( A = B \), a contradiction to \( A \neq B \). Since \( (c_{ij}) = P'WP \) is positive definite, all \( c_{ii} > 0 \), So

\[
\text{tr}(A W A - B W A)(A^{-1} - B^{-1}) = \sum_{i=1}^{n} c_{ii} b_i < 0.
\]

q.e.d.

The following result is important in justifying the differentiability of certain useful functions in statistics and is overlooked by various authors.

Theorem 2.2.3. \( P_n \) is open in \( S_n \).

Proof.

Let \( C_0 = (c_{ij}) \in P_n \), \( B = \{ Z \in \mathbb{R}^n : \| Z \| = 1 \} \), \( x \in B \). Consider \( f_x : f_x(A) = x'Ax \), \( A \in S_n \). Then \( f_x \) is linear on \( S_n \) and is therefore continuous.

\[
|f_x(A)| = \left| \sum_{i,j} a_{ij} x_i x_j \right|
\]

\[
\leq \| A \| \sum_{i=1}^{n} \sum_{j=1}^{n} |x_i| |x_j| 
\]

\[
\leq A \| x \|_o n^2.
\]

Let \( M = n^2 \). Then \( |f_x(A)| \leq M \| A \|_o \) for all \( x \in B \) and \( A \in S_n \). Since \( x \rightarrow x'C_0x \) is continuous on \( \mathbb{R}^n \) and \( B \) is compact, \( m = \min \{ x'C_0x : \)
\[ \{ x \in B \} \text{ exists. Since } C_0 \in P_n, m > 0. \text{ Let } e = \frac{m}{2M}, C \in S_n \text{ with } \| C - C_0 \|_m < e, x \in B. \text{ Then } f_x(C) = f_x(C - C_0) + f_x(C_0) \geq -M \| C - C_0 \|_m + m > -M \epsilon + m > 0. \text{ So } C \in P_n \text{ and hence } P_n \text{ is open in } S_n. \text{ q.e.d.} \]

2.3 Contingency Tables

Consider the problem of maximum likelihood estimation and testing using likelihood ratio procedures regarding contingency tables. For simplicity, we demonstrate the case of r x k tables. The case of higher dimensions can be done similarly. The maximum likelihood function based on a sample \( \{x_{ij}\} \) that forms a r x k table is

\[ L(\Theta) = c \prod_{i=1}^{r} \prod_{j=1}^{k} (\theta_{ij})^{x_{ij}}, \]

where

\[ c = \frac{n!}{\prod_{i=1}^{r} \prod_{j=1}^{k} (x_{ij}!)} \]

\( \Theta \in \mathcal{R} = \{ (\theta_{ij})_{(i,j)\neq(r,k)} : \theta_{ij} > 0, \sum_{(i,j)\neq(r,k)} \theta_{ij} < 1 \}, \)

\[ \sum_{i=1}^{r} \sum_{j=1}^{k} \theta_{ij} = 1. \]

Here \( x_{ij} \) is the number of sample values belonging to the cell \( i_{ij} \) and \( n \theta_{ij} \) is the theoretical number of sample values belonging to
\( I_{ij} \). We wish to find the maximum likelihood estimate \( \hat{\theta}(\{x_{ij}\}) \) of \( \theta \), i.e., \( \hat{\theta}(\{x_{ij}\}) \in \Theta \) with \( L(\hat{\theta}(\{x_{ij}\})) = \max L(\theta) \). It can be proved that \( \hat{\theta}(\{x_{ij}\}) \) exists if and only if all \( x_{ij} \)'s are positive. We shall assume that all \( x_{ij} \)'s are positive. Note that \( \sum_{i,j} x_{ij} \) is equal to the sample size \( n \). Let \( f = -\ln(\frac{L}{\theta}) \). Then \( f(\hat{\theta}(\{x_{ij}\})) = \min f(\Theta) \). \( \Theta \) may be considered as an open subset of \( \mathbb{R}^{r-k-1} \). Let \( \theta \in \Theta \). Then

\[
f(\theta) = -\sum_{i=1}^{r} \sum_{j=1}^{k} x_{ij} \ln \theta_{ij}.
\]

Let \( d\theta = (d\theta_{ij}) \in \mathbb{R}^{r-k-1} \). Then by Leibniz's rule,

\[
df(\theta)(d\theta) = \left( \frac{x_{ij}}{\theta_{ij}} + \frac{x_{rk}}{\theta_{rk}} \right) \cdot (d\theta_{ij}),
\]

where \( \cdot \) is the usual inner product. Let \( \theta_1 = (\theta_{1ij}) \), \( \theta_2 = (\theta_{2ij}) \) \( \in \Theta \) such that \( \theta_1 \neq \theta_2 \). Then

\[
(df(\theta_1)-df(\theta_2))(\theta_1-\theta_2) = \sum_{(i,j) \neq (r,k)} \left( \left(-\frac{x_{ij}}{\theta_{1ij}} + \frac{x_{rk}}{\theta_{1rk}} \right) \cdot \right)
\]

\[
\left(\frac{x_{ij}}{\theta_{2ij}} + \frac{x_{rk}}{\theta_{2rk}} \right) \cdot (\theta_{1ij} - \theta_{2ij})
\]

\[
= \sum_{(i,j) \neq (r,k)} \frac{x_{ij}(\theta_{1ij} - \theta_{2ij})^2}{\theta_{1ij} \theta_{2ij}} + \sum_{(i,j) \neq (r,k)} \frac{x_{ij} \theta_{1ij} \theta_{2ij}}{\theta_{1ij} \theta_{2ij}}
\]
\[ x_{rk} \left( \frac{1}{\theta_{1rk}} - \frac{1}{\theta_{2rk}} \right) \sum_{i=1}^{r} \sum_{j=1}^{k} (\theta_{1ij} - \theta_{2ij}) \]

Since \( \sum_{i=1}^{r} \sum_{j=1}^{k} \theta_{1ij} = \sum_{i=1}^{r} \sum_{j=1}^{k} \theta_{2ij} = 1 \),

\[ (df(\theta_1) - df(\theta_2))(\theta_1 - \theta_2) = \sum_{i,j} (\theta_{1ij} - \theta_{2ij})^2 \frac{x_{ij}(\theta_{1ij} - \theta_{2ij})}{\theta_{1ij} \theta_{2ij}} \]

\[ = \sum_{i,j} \frac{x_{ij}(\theta_{1ij} - \theta_{2ij})^2}{\theta_{1ij} \theta_{2ij}} > 0. \]

Thus, \( df \) is strictly monotone on \( \Theta \) (see, e.g., Opial (1967), p. 84).

So \( f \) is strictly convex on \( \Theta \). Let \( df(\theta) = 0 \). Then

\[ \frac{x_{ij}}{\theta_{ij}} = \frac{x_{rk}}{\theta_{rk}} = \frac{x_{ij}}{\theta_{ij}} = n, \]

i.e., \( \hat{\theta}(x_{ij}) = \left( \frac{x_{ij}}{n} \right) \).

We now consider the problem of testing the hypothesis of independence, i.e., we want to test

\[ H_0 : \theta_{ij} = \theta_i \theta_j \quad \text{for all} \quad i=1, 2, \ldots, r; \quad j=1, 2, \ldots, k. \]

against
\[ H_1 : \theta_{ij} \neq \theta_i \theta_j \text{ for some } i, j, \]

where

\[
\theta_i = \sum_{j=1}^{k} \theta_{ij}, \quad \theta_j = \sum_{i=1}^{r} \theta_{ij}.
\]

Extend \( \hat{\theta} \) such that \( \hat{\theta}(x_{ij}) = \left( \frac{x_{ij}}{n} \right) \) for all nonnegative integers with \( \sum x_{ij} \leq n \), \( (x_{ij}) \in \mathbb{R}^{r \times k-1} \). We first assume that all \( x_{ij} \)'s are positive. Then, under \( H_0 \), the likelihood function \( L_1 \) is:

\[
L_1(\alpha) = \prod_{i=1}^{r} \prod_{j=1}^{k} (\theta_i \theta_j)^{x_{ij}}
\]

where

\[
\alpha = ((\theta_{i-1}), (\theta_{j-1})) \in \Theta_o = \{(a, b) \in \mathbb{R}^{r-1} \times \mathbb{R}^{k-1} : a_i > 0, b_j > 0, \sum_{i=1}^{r-1} a_i < 1, \sum_{j=1}^{k-1} b_j < 1\},
\]

\[
\sum_{i=1}^{r-1} \theta_i = 1 = \sum_{j=1}^{k-1} \theta_{j-1}.
\]

\( \Theta_o \)

Note that \( \Theta_o \) is open and convex in \( \mathbb{R}^{r+k-2} \). Let \( f = -\ln(L_1) \),

\[
d\alpha = ((d\theta_{i-1}), (d\theta_{j-1})) \in \Theta_o. \text{ Then}
\]

\[
df(\alpha)(d\alpha) = ((- \frac{x_{i-1}}{\theta_{i-1}} + \frac{x_{i-1}}{\theta_{r-1}}), (- \frac{x_{j-1}}{\theta_{j-1}} + \frac{x_{j-1}}{\theta_{k-1}})) \cdot ((d\theta_{i-1}), (d\theta_{j-1})).
\]
Let \( \alpha_1 = ((\theta_{1i}^*)^* \theta_{1j}) \), \( \alpha_2 = ((\theta_{2i}^*)^* \theta_{2j}) \) \( \in \Theta \) with \( \alpha_1 \neq \alpha_2 \).

Then
\[
(df(\alpha_1) - df(\alpha_2)) \left( \alpha_1 - \alpha_2 \right) = \sum_{i=1}^{k} \frac{x_i (\theta_{1i}^* - \theta_{2i}^*)^2}{\theta_{1i}^* \theta_{2i}^*} + \sum_{j=1}^{k} \frac{x_j (\theta_{1j}^* - \theta_{2j}^*)^2}{\theta_{1j}^* \theta_{2j}^*} > 0.
\]

Therefore \( f \) is strictly convex, \( L \) is strictly concave and \((\hat{\theta}_{1i}), (\hat{\theta}_{1j})\) with
\[
\hat{\theta}_{1i}((x_i)) = \frac{x_i}{n}, \quad \hat{\theta}_{1j}((x,j)) = \frac{x_{i,j}}{n}
\]
are the maximum likelihood estimates of \((\theta_{1i}), (\theta_{1j})\) under \( H_0 \). Extend \((\hat{\theta}_{1i}), (\hat{\theta}_{1j})\) such that
\[
(\hat{\theta}_{1i}^*)((x_i)) = \frac{\hat{x}_i}{n},
\]
\[
(\hat{\theta}_{1j}^*)((x,j)) = \frac{\hat{x}_{i,j}}{n},
\]
for all \( x_i, x_{ij} \in \{0, 1, 2, \ldots, n\} \) such that \( \sum x_i \leq n, \sum x_{ij} \leq n \).

Let
\[
\lambda((x_{ij})) = \frac{L(\hat{\theta}((x_{ij})))}{L(\hat{\theta}_{1i}^*)((x_{ij})), (\hat{\theta}_{1j}^*)((x,j)))}
\]
Then
\[
\lambda((x_{ij})) = \frac{\prod_{i=1}^{r} \prod_{j=1}^{k} \left( \frac{x_{ij}}{n} \right)^{x_{ij}}}{\prod_{i=1}^{r} \prod_{j=1}^{k} \left( \frac{x_{i-}}{n} \cdot \frac{x_{-j}}{n} \right)^{x_{ij}}}
\]

\[
= \prod_{i=1}^{r} \prod_{j=1}^{k} \left( \frac{nx_{ij}}{x_{i-} \cdot x_{-j}} \right)^{x_{ij}}
\]

It is intuitively clear that we shall reject \( H_0 \) when \( \lambda((x_{ij})) \) is large, say larger than a constant \( c \). The test with the above region of rejection will be denoted by \( \phi_c \). The first type risk of \( \phi_c \) is determined by \( c \) (but not vice versa). \( \phi_c \) is often referred to as a maximum (supremum) likelihood ratio procedure (Lehman (1959), p.15).

2.4 Maximum likelihood estimates of multivariate normal model

Let \( C, D \in \mathbb{P}_n \).

\[ f(C) = \frac{1}{2} \ln |C| - \frac{1}{2} \operatorname{tr} CD, \quad C \in \mathbb{P}_n \]

In finding the maximum likelihood estimate of \((\mu, \Sigma)\) based on a random sample \((x_\alpha)\) of a normal population of mean \( \mu \) and dispersion matrix \( \Sigma \), it is necessary to prove that the maximum value of \( f(P_n) \) is \( f(ND^{-1}) \) (Anderson (1958)). Let

\[ g(C) = \frac{1}{2} \ln |C| - \frac{1}{2} \operatorname{tr} CD, \quad C \in \mathbb{M}_{n \times n}, \quad |C| > 0. \]
Let $h$ be the identity function on $S_n$, as a function of $S_n$ into $M_{nxn}$. Then

$$f(C) = g(h(C)), \ C \in P_n.$$ 

By Theorem 2.2.3 and the chain rule

$$df(C)(dC) = 1/2 \ tr(NC^{-1}D)(dC), \ C \in P_n, \ dC \in S_n.$$ 

Let $C_1, C_2 \in P_n$ such that $C_1 \neq C_2$. Then by Theorem 2.2.1,

$$(df(C_1) - df(C_2))(C_1 - C_2) = \frac{N}{2} \ tr(C_1^{-1} - C_2^{-1})(C_1 - C_2)$$ 

$$< 0.$$ 

So $f$ is strictly concave on $P_n$. Since $df(ND^{-1}) = 0$, $f(ND^{-1}) = \max f(P_n)$.

The role of $h$ is important because $P_n$ is open in $S_n$ but has empty interior in $M_{nxn}$. One may compare the above proof with that of Anderson (1958, p.45-47), Smith (1978) and Watson (1964). Our proof is constructive, rigorous and simple. Note that by the result of Dykstra (1971), the maximum likelihood estimator $\hat{\theta}$ of $\theta$ exists if and only if $N \geq n$.

2.5 Multivariate regression models

The likelihood function based on a sample $x_j \in N(B\theta, S_{nxn})$

$$j=1, 2, \ldots, N$$
\[ L(B, \Sigma) = \frac{\left(-\frac{Nn}{2}\right)}{(2\pi)^{\frac{N}{2}}} \left|\Sigma^{-1}\right|^\frac{N}{2} \exp \left[-\frac{1}{2} \sum_{j=1}^{N} (x_j - Bz_j)'(\Sigma^{-1} + \Sigma^{-1}(x_j - Bz_j))\right], \]

where \( B \in M_{nxq} \), \( \Sigma \in \mathbb{P}_n \) are unknown parameters. We want to find the maximum likelihood estimate of \((B, \Sigma)\). (See, for example, Anderson (1958), Chapter 8).

Let

\[ f(B, C) = \ln \left( \frac{L(B, C^{-1})}{\left(-\frac{Nn}{2}\right)} \right), \quad B \in M_{nxq}, \quad C \in \mathbb{P}_n. \]

We proceed to find \( \hat{B} \) first. Fix \( C \in \mathbb{P}_n \) and let \( f_C(B) = f(B, C) \). Then

\[ f_C(B) = \frac{N}{2} \ln |C| - \frac{1}{2} \sum_{j=1}^{N} (x_j - Bz_j)'C(x_j - Bz_j), \quad B \in M_{nxq}, \]

and

\[ df_C(B)(dB) = \sum_{j=1}^{N} (x_j - Bz_j)'C(dB)z_j. \]

Let \( B_1, B_2 \in M_{nxq} \). Since \( C \) is positive definite,

\[ (df_C(B_1) - df_C(B_2))(B_1 - B_2) = \sum_{j=1}^{N} Z_j'(B_1 - B_2)'C(B_1 - B_2)Z_j \]

\[ \leq 0. \]
So $f_C$ is concave on $P_n$. Let $f_C'(B) = 0$, $dB \in M_{n \times p}$. Then

$$df_C(B)(dB) = 0,$$

i.e.,

$$\sum_{j=1}^{N} (x_j - BZ_j)'C(dB)Z_j = tr(\sum_{j=1}^{N} Z_j(x_j - BZ_j)'C(dB) = 0).$$

Hence

$$\sum_{j=1}^{N} Z_j(x_j - BZ_j)'C = 0.$$

Since $C \in P_n$, \( \hat{B} = \left( \sum_{j=1}^{N} x_jZ_j' \right) \left( \sum_{j=1}^{N} Z_jZ_j' \right)^{-1} \) is the solution for $df_C(B) = 0$. Since $f_C$ is concave on $P_n$, $f_C(\hat{B}) = \max f_C(M_{nxq})$. Let

$$g(C) = f(\hat{B}, C),$$

$$D = \sum_{j=1}^{N} (x_j - \hat{B}Z_j)(x_j - \hat{B}Z_j)'.$$

Then, by the result in section 2.4, $g(ND^{-1}) = \max g(P_n)$. Thus \( (\hat{B}, \frac{1}{N} D) \) is the maximum likelihood estimate of $(B, C)$.

2.6 Multivariate Linear Hypotheses

It is well known that the model discussed in section 2.5 includes certain models in regression analysis as well as analysis of variance which have various applications, especially in econometrics and psychometrics. The following related problem assumes
patterns in the dispersion matrix $\Sigma_{m\times n}$ of the population. It could be viewed as a general approach to the problem of analysis of variance components (see, for example, Rao (1973)). For details of the problem, one could consult Roger and Young (1978) and the references there. The log-likelihood function $L$ based on the data $Y$ is given by

$$L(\beta, \phi) = \frac{N}{2} \left\{ n \ln 2\pi - \ln | \Sigma^{-1} | + \frac{1}{N} \text{tr}(Y - H\beta)'(Y - H\beta)\Sigma^{-1} \right\},$$

where $\Sigma = \sum_{g=1}^{m} \phi_g \Sigma_g,$ $\Sigma^{-1} = \sum_{g=1}^{m} \psi_g \Sigma_g,$ $G_g$'s are fixed, known, symmetric, linearly independent $m \times m$ matrices such that $\text{tr}G_{g_1} G_{g_2} = \delta_{g_1 g_2}$ for all $g_1, g_2$; $\phi = (\phi_g), \psi = (\psi_g)$ belong to an open subset $G$ of $\mathbb{R}^m$; $m \leq \frac{n(n+1)}{2}$; $\beta \in \mathbb{R}^{q\times n}$; $\Sigma$ is positive definite; $X_1, X_2, \ldots, X_n$ are independent $n$ dimensional normally distributed random vectors with common dispersion matrix $\Sigma$ and $\Sigma(Y) = H\beta$; $Y = (X_1, \ldots, X_n)$.

The problem is to find the maximum likelihood estimate $(\hat{\beta}, \hat{\phi})$ of $(\beta, \phi)$. Let

$$f_\phi(\beta) = L(\beta, \phi), \quad \beta \in \mathbb{R}^{q\times n}.$$  

Let $d\beta \in \mathbb{R}^{q\times n}$. Then

$$df_\phi(\beta)(d\beta) = \text{tr} (Y - H\beta)'(Y - H\beta) \Sigma^{-1} (H(d\beta)).$$
Let $\beta_1, \beta_2 \in M_{q\times n}$. Since $\Sigma^{-1}$ is positive definite,

$$(df_\phi(\beta_1) - df_\phi(\beta_2)) (\beta_1 - \beta_2) = \Sigma^{-1} (H(\beta_1 - \beta_2)) \Sigma^{-1} (H(\beta_1 - \beta_2))' \geq 0$$

Hence $f_\phi$ is concave on $M_{q\times n}$. $df_\phi(\beta) = 0$ is equivalent to

$H(Y - HB)' \Sigma^{-1} = 0$

or

$H'HB = H'Y$

which is called the normal equation for $\beta$.

Since $H^+ = (H'H)^+ H'$,

$$\hat{\beta} = H^+Y + (I_q - H^+H) Z,$$

where $Z$ is any $q \times n$ matrix and $H^+$ is the Moore-Penrose inverse of $H$. As before, let $f_\phi^+(\psi) = L(\hat{\beta}, \phi)$. Note that $\psi + \phi$ is a one-to-one mapping and hence the maximum likelihood estimate $\hat{\phi}$ of $\phi$ corresponds to the maximum likelihood estimate $\hat{\psi}$ of $\psi$. Now, let $d\psi = (d\psi_g) \in G$. Then, by Leibniz's rule,

$$d \Sigma^{-1}(d\psi) = \sum_{g=1}^{m} \sum_{g} \frac{\partial}{\partial \psi_g} \Sigma^{-1}(d\psi_g)$$

$$= \sum_{g=1}^{m} G_g d\psi_g$$
and so

\[ df^B_\psi(\psi) (d\psi) = -\frac{N}{2} \left[ \text{tr} \, \sum_{g=1}^m G_{gg} \, d\psi_{gg} \right] - \frac{1}{N} \text{tr} \, B \left( \sum_{g=1}^m G_{gg} \, d\psi_{gg} \right), \]

where

\[ B = (Y - H\hat{\Theta})' (Y - H\hat{\Theta}) \]

\[ = Y' (I - HH') Y. \]

Let \( \psi_1 = (\psi_{1g}) \), \( \psi_2 = (\psi_{2g}) \) \( \in G \) such that \( \psi_1 \neq \psi_2 \) and

\[ \Sigma_i = \sum_{g=1}^m \phi_{ig} G_{gg}, i = 1, 2. \text{ Then} \]

\[ (df^B_\psi(\psi_1) - df^B_\psi(\psi_2)) (\psi_1 - \psi_2) = -\frac{N}{2} \left[ \text{tr}(\Sigma_1 - \Sigma_2) \left( \sum_{g=1}^m G_{gg} (\psi_{1g} - \psi_{2g}) (\psi_{1g} - \psi_{2g}) \right) \right] \]

\[ = -\frac{N}{2} \left( \text{tr}(\Sigma_1 - \Sigma_2) \left( \Sigma_1^{-1} - \Sigma_2^{-1} \right) \right) \]

\[ < 0. \]

So \( f^B_\psi \) is strictly concave. Let \( df^B_\psi(\psi) = 0. \) Then \( df^B_\psi(\psi) (d\psi) = 0, \)

for every \( d\psi \in G \) and

\[ \text{tr} \, \sum_{g=1}^m G_{gg} \, d\psi_{gg} = \frac{1}{N} \text{tr} \, B \left( \sum_{g=1}^m G_{gg} \, d\psi_{gg} \right), \]

i.e.,

\[ \text{tr} \left( \sum_{h=1}^m \psi_{h} G_{hg} \right) G_{gg} = \frac{1}{N} \text{tr} \, B G_{gg} \quad \text{for all } g = 1, 2, \ldots, m. \]
Since $\text{tr} \, G_n \, G = \delta_n$, $\frac{1}{N} \text{tr} \, BG = \hat{\psi}$ is the solution of
\[ df_{\hat{\psi}} (\psi) = 0 \] and, hence, is the maximum likelihood estimate
\[ \hat{\psi} = (\hat{\psi}_g) \] of $\psi$.

2.7 Quadratic Estimates

Consider the regression model $\mathbf{y} = X\beta + \varepsilon$, where $X$ is a known $n \times p$ matrix of rank $p$, $\varepsilon$ is a normal random vector with mean 0 and dispersion matrix $\sigma^2 I$. We wish to find a quadratic estimate $\mathbf{Y}' \mathbf{A} \mathbf{Y}$ of $\sigma^2$ that has the smallest mean square error $E[(\mathbf{Y}' \mathbf{A} \mathbf{Y} - \sigma^2)^2]$, $A \in S_n$. Theil and Schweitzer (1961) showed that it is equivalent to finding $A \in S_n$ such that $A$ minimizes

\[ f(A) = 2 \text{tr} \, A^2 + (1 - \text{tr} \, A)^2, \quad A \in S_n, \quad AX = 0. \]

Calvert and Seber (1978) found the desired $A$ using nearest point projections in Hilbert spaces. We shall obtain the desired $A$ in a simple, constructive and rigorous way. Let

\[ g(A) = f(A) - \text{tr} \, N' \mathbf{A} \mathbf{X}, \]

where $N'$ is a Lagrange multiplier. Let $dA \in S_n$. Then

\[ dg(A) (dA) = 4 \text{tr} A (dA) - 2(1 - \text{tr} A) \text{tr} dA - \text{tr} N' (dA) \mathbf{X} \]

\[ = \text{tr} (4A - 2(1 - \text{tr} A) I_n - XN') dA. \]
Let \( A_1, A_2 \in S_n \) such that \( A_1 \neq A_2 \). Since \( A_1 - A_2 \) is symmetric,

\[
(dg(A_1) - dg(A_2))(A_1 - A_2) = \text{tr} \left[ 4(A_1 - A_2) + 2 \text{tr} (A_1 - A_2) \right] (A_1 - A_2)
\]

\[
= 4\text{tr} (A_1 - A_2)^2 + 2(\text{tr}(A_1 - A_2))^2
\]

\[
> 0.
\]

Therefore \( g \) is strictly convex on \( S_n \). Let \( dg(A) = 0 \). Then

\[
4A - 2(1 - \text{tr}A)I_n - NX' = 0. \quad (2.7.1)
\]

Multiplying \( X \) on both sides of (2.7.1), we obtain, by imposing \( AX = 0 \),

\[
N = -2 (1 - \text{tr}A) X (X'X)^{-1}. \quad (2.7.2)
\]

Substituting (2.7.2) in (2.7.1), we have

\[
4A = 2(1 - \text{tr}A) \left[ I_n - X(X'X)^{-1} X' \right] = 0.
\]

So by taking the trace,

\[
\text{tr}A = \frac{n-p}{n-p+2}.
\]

Therefore

\[
\hat{A} = \frac{1}{n-p+2} \left[ I_n - X(X'X)^{-1} X' \right]
\]

satisfies \( dg(\hat{A}) = 0 \). Since \( g \) is convex on \( S_n \), \( g(\hat{A}) = \min g(S_n) \).

Now by the theory of Lāgrange multipliers (see, for example, Lehman (1959), p. 87), \( f(\hat{A}) = \min f(S_n) \). Note that \( A \) is never positive definite.
2.8 Minimum Distance and Principal Components

Let \( A \in P_h \). We want to find the absolute maximum (minimum) value of \( f(x) = x'x \), \( x \in \mathbb{R}^h \) subject to the side condition \( x'Ax = a \), where \( a \) is a fixed, positive real number. This problem is a mathematical abstraction of the principal component method in multivariate analysis (Anderson (1958, Chapter II)). In statistics, \( A = \Sigma^{-1} \), where \( \Sigma \) is the dispersion matrix of a normal random vector. The problem is to compare the Euclidean norm with the norm \( \| \|_\Sigma \) of the reproducing kernel Hilbert space associated with \( \Sigma \). Euclidean norm is the norm of a reproducing kernel Hilbert space associated with an identity matrix. In general, let \( C \) be an \( n \times n \) nonnegative definite matrix,

\[
(x, y)_C = x'C^+y, \quad x, y \in \mathbb{R}^h.
\]

Then \((\ ,\)_C\) is a pseudo inner product, i.e., \((\ ,\)_C\) is bilinear, symmetric and \((x, x) \geq 0\) for all \( x \in \mathbb{R}^h \). \((\ ,\)_C\) is an inner product if and only if \( C^{-1} \) exists. Let \( B = C^+ \). Then \( B \) is nonnegative definite. Now to compare \( \| \|_C \) with \( \| \|_\Sigma \), we consider

\[
f(x) = x'Bx \quad \text{subject to } x'Ax = a.
\]

The problem raised earlier is this problem with \( B = I_h \). Using the method of Lagrange multipliers, we consider
\[ g(x) = f(x) + \lambda (a - x'Ax) \]
\[ = x'Bx + \lambda (a - x'Ax) , \]

where \( \lambda \) is a Lagrange multiplier. Let \( dx \in \mathbb{R}^h \). Then

\[ dg(x)(dx) = 2x'Bdx - 2\lambda x'A(dx) \]
\[ = 2x'(B-\lambda A)(dx). \]

Let \( dg(x) = 0 \). Then \( Bx = \lambda Ax \) or \( A^{-1}Bx = \lambda x \). Suppose that we are interested in finding the absolute maximum value of \( f \) subject to \( x'Ax = a \). Let \( \lambda_{\text{max}} = \max \text{Sp} \left( A^{-1}B \right) \), \( e_{\text{max}} \) be a nonzero eigenvector of \( A^{-1}B \) corresponding to \( \lambda_{\text{max}} \), \( c = e'_{\text{max}} A e_{\text{max}} \) \( x_{\text{max}} = \left( \frac{2}{c} \right)^{1/2} e_{\text{max}} \).

Then \( x_{\text{max}}'A x_{\text{max}} = a \), \( B x_{\text{max}} = \lambda_{\text{max}} A x_{\text{max}} \) and \( B - \lambda_{\text{max}} A \) is nonnegative definite. Let \( x,y \in \mathbb{R}^h \). Then

\[ (dg(x)-dg(y)) (x-y) = 2(x-y)' (B-\lambda_{\text{max}} A) (x-y) \]
\[ \leq 0. \]

Thus \( g \) is concave on \( \mathbb{R}^h \) and \( g(x_{\text{max}}) = \max g(\mathbb{R}^h) \). So \( x_{\text{max}} \) maximizes \( x'Bx \) subject to \( x'Ax = a \), \( x \in \mathbb{R}^h \). Similarly, we may use \( \lambda_{\text{min}} = \min \text{Sp} \left( A^{-1}B \right) \) to find the absolute minimum value of \( f \) subject to \( x'Ax = a \).
The above argument can be carried out for some other problems. For example, Bush and Olkin (1959), Rao (1973) and Goldberger (1964) considered the problem of minimizing $x'Ax$ subject to $B'x = u$, where $A \in \mathbb{P}_n$ and $u$ belongs to the column space of $B'$. As before, let

$$f(x) = x'Ax + \lambda'(u-B'x)$$

with $\lambda$ a Lagrange multiplier. Then, for every $dx \in \mathbb{R}^h$,

$$df(x)(dx) = 2x'A(dx) - \lambda'B'(dx) = (2x'A - \lambda'B')(dx).$$

Let $x, y \in \mathbb{R}^h$ such that $x \neq y$. Since $A$ is positive definite,

$$(df(x) - df(y))(x-y) = 2(x-y)'A(x-y)$$

$$> 0.$$ 

So $f$ is strictly convex on $\mathbb{R}^h$. Choose $\lambda = 2(B'A^{-1}B)^{-1}u$, $x = A^{-1}B(B'A^{-1}B)^{-1}u$. Then $df(x) = 0$ and $B'x = u$. Hence $x$ above minimizes $x'Ax$ subject to $B'x = u$.

In addition to principal components, we shall give another applications of the result $g(x_{\max}) = \max g(\mathbb{R}^h)$ obtained above. Using the earlier notations, let us consider

$$h(x) = \frac{x'Bx}{x'Ax}, \quad x \in \mathbb{R}^h \setminus \{0\}.$$
Then
\[
\max_{x \in \mathbb{R}^n \setminus \{0\}} h(x) = \max_{a > 0} \max_{x'Ax = a} \frac{x' B x}{a} = \frac{1}{e^{\lambda_{\max}}} e^{\max} e^{\max} \left( e^{\max} A^{-1} B e^{\max} \right) = \lambda_{\max}.
\]

Hence for \( x \in \mathbb{R}^n \setminus \{0\} \),
\[
\lambda_{\min} \leq \frac{x' B x}{x' A x} \leq \lambda_{\max}
\]
and the inequalities are sharp.

2.9 Factor Analysis

In the following, we shall give an example that the likelihood function of parameters in a given model is not concave and hence the method of monotone operators fail. This pathological example shows that statisticians have to find some other method to make sure that the maximum likelihood estimates they
find are indeed the absolute maximum value of the likelihood function, especially when the estimates are obtained numerically by iteration methods.

Consider a data matrix $x = (x_{qi})$ of $N$ observations on $p$ response variables. $x$ is given to be an observation of a random matrix $X = (x_{qi})$ with $N$ independent rows, each having a multivariate normal distribution with the same dispersion matrix $\Sigma$ of the form

$$\Sigma = \Lambda \Lambda' + \Psi,$$

where $\Psi \in \mathbb{R}^p$ and is diagonal. This model is a familiar factor analysis model (see, for example, Lawley and Maxwell (1963)). We want to estimate $\Psi$. The log-likelihood function $L_1$, as a function of $\Psi$ only, is

$$L_1(\Psi) = c - \frac{N}{2} \ln |\Sigma| - \frac{N}{2} \text{tr}(A\Sigma^{-1}),$$

where $c$ is a constant, $A$ is nonnegative definite and does not depend on $\Sigma$. Let $\Psi = (\delta_{ij}\Psi_i)$. Then $\Psi$ can be regarded as $(\Psi_i)$ in $\mathbb{R}^p$. Let $d\Psi \in \mathbb{R}^p$. Then

$$dL_1(\Psi)(d\Psi) = -\frac{N}{2} \text{tr} \Sigma^{-1} d\Sigma(d\Psi) + \frac{N}{2} \text{tr} A\Sigma^{-1}(d\Psi)$$

$$= -\frac{N}{2} \text{tr} \Sigma^{-1}(d\Psi) + \frac{N}{2} \text{tr} A\Sigma^{-1}(d\Psi)\Sigma^{-1}$$

$$= -\frac{N}{2} \text{tr} (\Sigma^{-1}\Sigma^{-1} A\Sigma^{-1})(d\Psi).$$
Let $\psi_1, \psi_2$ be two distinct values for $\Psi$. Then

\[ \Delta = (dL_1(\psi_1) - dL_1(\psi_2))(\psi_1 - \psi_2) = -\frac{N}{2} \left[ \text{tr}(\Sigma_1^{-1} - \Sigma_2^{-1})(\psi_1 - \psi_2) \right] \\
- \text{tr}(\Sigma_1^{-1} A \Sigma_1^{-1} - \Sigma_2^{-1} A \Sigma_2^{-1})(\psi_1 - \psi_2) \right] \\
= -\frac{N}{2} \left[ \text{tr}(\Sigma_1^{-1} - \Sigma_2^{-1})(\Sigma_1 - \Sigma_2) \right] \\
- \text{tr}(\Sigma_1^{-1} A \Sigma_1^{-1} - \Sigma_2^{-1} A \Sigma_2^{-1})(\Sigma_1 - \Sigma_2) \right]. \]

By Theorems 2.2.1 and 2.2.2,

\[ \text{tr}(\Sigma_1^{-1} - \Sigma_2^{-1})(\Sigma_1 - \Sigma_2) < 0 \]

and

\[ -\text{tr}[\Sigma_1^{-1} A \Sigma_1^{-1} - \Sigma_2^{-1} A \Sigma_2^{-1})(\Sigma_1 - \Sigma_2)] \geq 0. \]

Since $\Delta$ is continuous in $A$, $\Delta > 0$ for $A$ near 0. Thus with probability greater than 0, $L$ is not concave.

2.10 Growth Curve Models

Consider the data matrix $x = (x_{it})$ in Section 2.9. Instead of assuming that the dispersion matrix $\Sigma$ is in some structural form, we assume that

\[ \Sigma(x) = A \xi K, \]
where $A$ is an $Nxh$ matrix of rank $h$ and $K$ is a $gxp$ matrix of rank $g$, both being fixed matrices with $h \leq N$ and $g \leq p$. $\xi$ is the unknown $hxg$ parameter matrix we wish to estimate. We also assume that $\Sigma$ is known. This is the familiar growth curve model considered by Potthoff and Roy (1964), (See also Joreskog (1970)). The log-likelihood function, as a function of $\xi$, is

$$L(\xi) = c - \frac{N}{2} \ln |\Sigma| - \frac{N}{2} \text{tr} A \Sigma^{-1},$$

where $c$ is a constant and

$$A = \frac{1}{N} (x - A \xi K)' (x - A \xi K).$$

Let $d\xi \in M_{hxg}$. Then

$$dL(\xi)(d\xi) = -\frac{N}{2} \text{tr} dA(d\xi)\Sigma^{-1}$$

$$= N \text{tr} (x-A\xi K)' A (d\xi)K\Sigma^{-1}.$$

Since $\Sigma$ is positive definite,

$$Q(d^2L(\xi))(d\xi) = -N \text{tr} (A(d\xi)K)' A (d\xi)K\Sigma^{-1} \leq 0.$$

Thus $L$ is concave on $M_{hxg}$. Let $dL(\xi) = 0$. Then

$$K\Sigma^{-1} (x-A\xi K)' A = 0$$

or

$$A'(A\xi K\Sigma^{-1}) = A'x\Sigma^{-1}K'.$$
Hence $(A'A)^{-1} A x \Sigma^{-1} K' (K' \Sigma^{-1} K)^{-1}$ is the solution of $dL(\xi) = 0$ and is, therefore, the maximum likelihood estimate $\hat{\xi}$ of $\xi$.

2.11 Simultaneous Equation Models

Let $U = (u_{ij})$ be an $N \times T$ matrix of normally distributed random variables $u_{ij}$ with $E(U) = 0$ and $E(UU') = \Sigma$. Consider the model

$$BY + \Gamma Z = U,$$

where $B$ and $\Gamma$ are $N \times N$ and $N \times \Lambda$ matrices of parameters. Assume that $\Sigma$ is known. The problem is to obtain the maximum likelihood estimators of $B$ and $\Gamma$. This is the familiar problem of full information maximum likelihood estimation of the structural parameters of a simultaneous linear structural equation model considered by Fisk (1967, Chapter 4), Neudecker (1967), Koopmans (1950) and Tracy and Singh (1972). The log-likelihood function of $(B, \Gamma)$ is given by

$$L(B, \Gamma) = c + t \ln B + \frac{\xi}{2} \ln \Sigma^{-1} - \frac{\xi}{2} \text{tr} \Sigma^{-1} AM A',$$

where

$$M = \frac{1}{t} \left[ \begin{array}{c} Y' \\ Z' \end{array} \right],$$

$$A = (B, \Gamma) \otimes M_{N \times (N+\Lambda)},$$

$c$ is a constant and $\Sigma, B$ are positive definite. Note that Neudecker (1967) and Tracy and Singh (1972) do not assume that $B$ is positive
definite and they do not prove that the optimal solution they found are indeed the maximum likelihood estimate of \( \beta \).

Let \( \mathbf{d} \mathbf{A} \in \mathbb{M}_{N \times (N+\Lambda)} \), \( \mathbf{d} \mathbf{A} \neq 0 \), \( \mathbf{d} \mathbf{B} = P(\mathbf{d} \mathbf{A}) \). Since projection \( P \) of \( \mathbf{A} \) to \( \mathbf{B} \) is linear,

\[
dL(\mathbf{A})(\mathbf{d} \mathbf{A}) = \mathbf{d} \mathbf{B}^{-1}(\mathbf{d} \mathbf{B})' - \mathbf{d} \mathbf{Z}^{-1} \mathbf{A} \mathbf{M}(\mathbf{d} \mathbf{A})'
\]

Since \( \mathbf{B} \), \( \mathbf{M} \) and \( \mathbf{Z} \) are positive definite,

\[
Q(\mathbf{d}^2L(\mathbf{A}))(\mathbf{d} \mathbf{A}) = -\mathbf{d} \mathbf{B}^{-1} \mathbf{d} \mathbf{B}^{-1}(\mathbf{d} \mathbf{B})' - \mathbf{d} \mathbf{Z}^{-1}(\mathbf{d} \mathbf{A}) \mathbf{M}(\mathbf{d} \mathbf{A})'
\]

\[
< 0.
\]

Thus \( L \) is strictly convex on \( \mathbb{M}_{N \times (N+\Lambda)} \). Let \( dL(\mathbf{A}) = 0 \). Then (and only then)

\[
(\mathbf{B}^{-1}, 0) = \mathbf{Z}^{-1} \mathbf{A} \mathbf{M}.
\]

(2.11.1)

The solution of (2.11.1) is, therefore, the maximum likelihood estimate of \( (\mathbf{B}, \Gamma) \).

For simplicity, let us use the above example to demonstrate certain advantages of our approach. One reason that our approach is so simple is because the functions \( \mathbf{A} \rightarrow L(\mathbf{A}), \mathbf{d} \mathbf{A} \rightarrow dL(\mathbf{A})(\mathbf{d} \mathbf{A}), \mathbf{d} \mathbf{A} \rightarrow Q(dL^2(\mathbf{A}))(\mathbf{d} \mathbf{A}) \) we are dealing with are real-valued.

Neudecker shows, in terms of our notations, up to one-to-one linear transformations,
\[
[d^2L(A)] = -t \left( \begin{array}{ccc}
(B'\)^{-1}, 0) & \otimes B_1^{-1} \\
\otimes & & \\
(B''\)^{-1}, 0) & \otimes B_2^{-1} \\
\end{array} \right) + t \ \text{MA}' \Sigma^{-1} \text{AM} \otimes \Sigma^{-1} + t \ \text{MA}' \Sigma^{-1} \text{AM} \otimes \{\text{MA}' \Sigma^{-1}\}_1 \\
+ t \left( \begin{array}{ccc}
\Sigma^{-1} \text{AM} & \otimes \{\text{MA}' \Sigma^{-1}\}_1 \\
\otimes & & \\
\Sigma^{-1} \text{AM} & \otimes \{\text{MA}' \Sigma^{-1}\}_q \\
\end{array} \right) - t \ \text{M} \otimes \Sigma^{-1}.
\]

Tracy and Singh shows that, in terms of our notations, up to one-to-one transformations,

\[
[d^2L(A)] = -t \left( B^{-1} \otimes (B')^{-1} 0 \right) + t \left( \Sigma^{-1} \otimes \text{MA}' \Sigma^{-1} \text{AM} \right) + t \left( \text{MA}' \Sigma^{-1} \otimes \Sigma^{-1} \text{AM} \right) - t \left( \Sigma^{-1} \otimes \text{M} \right)
\]

Here \(c_i\) is the \(i\)th row of \(C\) and \(A \otimes B\) is defined in Tracy and Singh (1972). One can see from the above results that their approaches are by no means simple. Also, they use the usual theory of calculus without connecting it to their own theories of matrix calculus. Moreover, we show that \(L\) is strictly concave. So (2.11.1) cannot have more than one solution. Thus one can use the conventional numerical methods, such as the method of Fletcher and Powell (1963), to solve (2.11.1).
CHAPTER III

Optimal Control of a Regression Experiment

3.1 Introduction

We have seen in the preceding chapter that using the first and second order differentials, many optimization problems in statistics can be solved practically and rigorously. However, for optimal problems of the second type, often, some other methods are needed. Linear programming techniques may be used to optimize a linear function with linear inequality constraints. Variational techniques may be used to optimize a functional with linear or nonlinear inequality constraints. In this chapter, we shall use a linear regression model to illustrate certain methods of solving the optimal problems of the second type.

3.2 Optimal Control of a Regression Experiment

Consider the regression model \( m(f) \):

\[
Y(t) = f(t) \theta + \epsilon(t) \quad , \quad t \in T, \quad (3.2.1)
\]

where \( T \) is a nonempty topological space, \( Y(t) = (y_1(t), \ldots, y_n(t))' \),

\[
f(t) = (f_{ij}(t)) \in \mathbb{R}^{nxk}, \quad \epsilon(t) = (\epsilon_1(t), \ldots, \epsilon_n(t))', \quad \theta = (\theta_1, \ldots, \theta_k)',
\]

\( \in \mathbb{R}^k \). \( \{\epsilon(t)\}_{t \in T} \) is a vector stochastic process on some probability
space \((\Omega, \mathcal{F}, P)\) such that each \(\dot{\epsilon}(\epsilon(t)) = 0 \in \mathbb{R}^n\), each \(r(i,s,j,t) = \mathcal{E}(\epsilon_i(s)\epsilon_j(t))\) is known and each \(r(i',j',t')\) is continuous on \(T \times T\).

We shall be interested in the control problem of choosing \(f\) in some chosen set \(X\) to minimize a certain functional \(\phi(\cdot)\) of the dispersion matrix \(\Sigma(f)\) of the least square estimator \(\hat{\theta}\) of \(\theta\). Chang and Wong (to appear) consider this problem for the case \(n=1\) and Dorogovcev (1971) considers this problem for the case \(n=1\) and \(n=2\). Related problems also appear in Chang (1979), Chang and Wong (to appear) and Mehra (1974). When \(T\) is a singleton, the above problem is familiar in optimal design theory. See, for example, Federov (1972) and Kiefer (1974).

In practice, \(n\) represents the number of observations. It turns out that the general case \((n \geq 1)\) can be reduced to the case \(n=1\) so that the optimality results in Chang and Wong (to appear) and Chan and Wong (to appear) can be applied. For simplicity, we shall assume that \(T = [a,b]\), where \(a,b \in \mathbb{R}\) and \(a < b\). We can easily generalize the obtained results to more general settings. Let \(W\) be an \(m\)-dimensional linear subspace of \(\mathcal{L}^2(T)\) and \(\{\eta_1, \eta_2, \ldots, \eta_m\}\) be an orthonormal basis in \(W\). We shall assume that each \(\eta_i\) is continuous on \(T\), and in (3.2.1), \(f = (f_1, \ldots, f_k)\), where each \(f_j = (f_{ij})\), \(f_{ij} \in W\). Thus \(f_{ij} = \sum_\alpha f(\alpha,i)j \eta_\alpha\) for some unique \(f(\alpha,i)j\)'s.

Unless otherwise stated, we shall keep all notations. Note that all \(f_j \in \mathcal{H} = W^n\).
Theorem 3.2.1. \{f_j\} is independent in \mathcal{H} if and only if
\[ F = \{f_{(\alpha,i),j}\} \text{ is independent in } M_{mxn}. \]

We shall assume that \{f_j\} is independent in \mathcal{H}. F above will
be treated as an element in \mathbb{R}^{(1,2,\ldots,m) \times (1,2,\ldots,n) \times (1,2,\ldots,k)}.

Let \( g, h \in \mathcal{H}, \) then
\[(g,h) = \sum_{i=1}^{n} (g_i, h_i). \]

Then \( \mathcal{H} \) with \((,\)\) is a Hilbert space. \( \| \cdot \| \) will denote the norm
induced by the above inner product \((,\). \( (,\)\) is the usual
product inner product for \( \mathcal{H} \). \( X \) will denote \{\( f_{ij} \): all \( f_{ij} \in \mathcal{W}, \)
\( f_j \)'s are independent in \( \mathcal{H}, \| f_j \| \leq 1, j = 1,2,\ldots,k \}, l > 0. \) For simpli-

city, we shall take \( l = 1. \)

Let \( w \in \Omega. \) Then the least square estimate of \( \theta, \) denoted
by \( \hat{\theta}(w), \) is defined to be \( \hat{\theta} \) which minimizes
\[ \| Y(\cdot)(w) - F\theta \|^2, \theta \in \mathbb{R}^k. \]  (3.2.2)

\( M(f) \) will denote \( F'F, \) where \( F' = \{c_{j, (\alpha,i)}\} \) with each \( c_{j, (\alpha,i)} = f_{(\alpha,i),j}. \) Thus \( M(f) \in M_{kxk}. \) Each \( U=(u_{ij}) \in \mathbb{R}^{lxj} \) can be considered
as a linear transformation \([U]\) of \( \mathbb{R}^j \) into \( \mathbb{R}^l \) such that \([U](x_j) = \)
\(U(x_i) = (\Sigma t_{ij} x_j) \in \mathbb{R}^I\), \((x_j) \in \mathbb{R}^J\). Thus the theory of linear transformations can be applied to \(\mathbb{R}^{I \times J}\). Now \(r(M(f)) = r(F) = k\). So \(M(f)^{-1}\) exists.

Theorem 3.2.2.

\[ \hat{\theta}(w) = M(i)^{-1}((Y(\cdot))(w), f_j), \quad w \in \Omega. \quad (3.2.3) \]

Proof. Let \(w \in \Omega\). Let \(j=1,2,\ldots, k\), \(Y = Y(\cdot)(w)\). Then

\[(Y - f \hat{\theta}(w), f_j) = 0.\]

i.e.,

\[(Y, f_j) = (f \hat{\theta}(w), f_j)\]

\[= \sum_{i, \xi} (f_{ij}, f_{ij}) \hat{\theta}_\xi(w).\]

Since

\[(f_{ij}, f_{ij}) = \int_{T} f_{ij}(t)\xi_{ij}(t)dt\]

\[= \sum_{\alpha} \xi_{\alpha}(\alpha, i), \xi_{\alpha}(\alpha, i), j\]

\[(F'F)\hat{\theta}(w) = ((Y, f_j)).\]

Therefore

\[\hat{\theta}(w) = (F'F)^{-1}((Y, f_j))\]

\[= M(\cdot)^{-1}((Y, f_j)).\quad q.e.d.\]

\(\Sigma(f)\) will denote the dispersion matrix of \(\hat{\theta}\).
Theorem 3.2.3.

\[ \Sigma(f) = M(f)^{-1} (F'RF) M(f)^{-1}, \]

where

\[ R = \{(\alpha,i), (\beta,j)\} = \int \! \int \tau(i,s,j,t) \eta_\alpha(s) \eta_\beta(t) ds dt \in \mathbb{R}^{L \times L} \]

with

\[ L = \{1,2,\ldots,n\} \times \{1,2,\ldots,m\}. \]

Proof.

\[ \Sigma(f) = M(f)^{-1} \Sigma_2 M(f)^{-1}, \]

where \( \Sigma_2 \) is the dispersion matrix of \( \Sigma \) with \( \Sigma(w) = ((\Sigma(\cdot)(w),f_j)) \).

Since each \( E(\epsilon_i(t)) = 0 \), by Fubini's theorem, \( E((\epsilon(\cdot),f_j)) = 0. \) Thus

by Fubini's theorem,

\[ \Sigma_2 = \langle E(\langle \epsilon(\cdot),f_u \rangle (\epsilon(\cdot),f_v)) \rangle \]

\[ = \langle \Sigma \ E(\langle \epsilon_i(\cdot),f_{iu} \rangle (\epsilon_\ell(\cdot),f_{\ell v}) \rangle \rangle \]

\[ = \langle \Sigma \ E(\int \! \int \epsilon_i(s) \epsilon_\ell(t) f_{iu}(s) f_{\ell v}(t) ds dt) \rangle \]

\[ = \langle \int \! \int \epsilon_i(s) \epsilon_\ell(t) f_{iu}(s) f_{\ell v}(t) \eta_\alpha(s) \eta_\beta(t) ds dt \rangle \]

\[ = \langle \int \! \int \epsilon_i(s) \epsilon_\ell(t) \eta_\alpha(s) \eta_\beta(t) ds dt \rangle \]

\[ = F'RF. \]
Therefore

\[ \Sigma(f) = M(f)^{-1}(F'RF)M(F)^{-1}. \quad \text{q.e.d.} \]

With the above estimator \( \hat{\theta} \) of \( \theta \), our objective is to choose an \( f \) in \( X \) such that for a certain function \( \phi \), \( \phi(\Sigma(f)) = \min_{g \in X} \phi(\Sigma(g)) \). The following are three important \( \phi \)’s in optimal design theory. These and together with some other criterions can be found in Federov (1972). Let \( \phi \) be a convex functional on \( P_k \). Then \( m(f) \) is called a \( \phi \)-optimal model if \( \phi(\Sigma(f)) = \min_{g \in X} \phi(\Sigma(g)) \). A \( \phi \)-optimal model \( m(f) \) is said to be

(i) D-Optimal model if

\[ \phi(C) = |C|^{-1} \quad , \quad C \in P_k \] \hspace{1cm} (3.2.4)

(ii) A-Optimal if

\[ \phi(C) = \text{tr } C^{-1} \] \hspace{1cm} (3.2.5)

(iii) D_\text{-}Optimal model if

\[ \phi(C) = |C_s|^{-1} \quad , \quad C \in P_k \] \hspace{1cm} (3.2.6)

where \( C_s \) is obtained from \( C \) by deleting the last (\( k-s \)) rows and columns. \( \phi_1, \phi_2, \phi_3 \) will denote respectively \( \phi \) in (i) (ii) and (iii).

Lemma 3.2.3. Let \( h \) be a function of \( P_k \) into \( \mathbb{R} \) such that \( h \in (P_k)^{(2)}(P_k \subseteq S_k) \). Let

\[ h_\mathcal{E}(A) = \exp(\mathcal{E}(A) + h(A)), \quad A \in P_k, \]
\( \zeta \in S_k^\# \), the conjugate space of \( S_k \). Then the following two conditions are equivalent:

(i) \( h \) is (strictly) convex.

(ii) \( h_\zeta \) is (strictly) convex for all \( \zeta \in S_k^\# \).

**Theorem 3.2.4.** \( \phi_1, \phi_2 \) are strictly convex.

**Proof.** Let \( A \in P_k \), \( dA \in S_k \). Then

\[
d\phi_1(A)(dA) = -\text{tr} A^{-1}(dA)A^{-1} \\
= -\text{tr} A^{-2}dA.
\]

So for any distinct \( A, B \in P_k \), by Theorem 2.2.2,

\[
(d\phi_1(A) - d\phi_1(B))(A-B) = -\text{tr}(A^{-2}B^{-2})(A-B) > 0.
\]

Hence \( \phi_1 \) is strictly convex on \( P_k \). Let

\[
\phi(A) = -\ln |A|, \quad A \in P_k.
\]

Let \( A \in P_k \), \( dA \in S_k \). Then

\[
d\phi(A)(dA) = -\text{tr} A^{-1}(dA).
\]

So for any distinct \( A, B \in P_k \), by Theorem 2.2.1,

\[
(d\phi(A) - d\phi(B))(A-B) = -\text{tr}(A^{-2}B^{-2})(A-B) > 0.
\]
Therefore $\phi$ is strictly convex on $P_k$. By Lemma 3.2.3 with $i=0$, $\phi_2$ is strictly convex. q.e.d.

Since $C \to C_3$ is linear, by Theorem 3.2.4, $\phi_3$ is convex.

3.3 D-, A- and $D_3$-Optimal models

To find the D-, A- and $D_3$-optimal models $m(f)$, one has to solve for each $i=1,2,3$, the optimization problem $\phi_i(f) = \max_{g \in X} \phi_i(g)$. Using results in Chang and Wong (to appear) and Chan and Wong (to appear), the above problem can be solved.

Let $H_1$ be an $m \times k$ matrix obtained by re-arranging the "rows" $f(x,i)$ of the "matrix" $F$ in any preassigned order. Let $R_1$ be the $m \times m$ matrix obtained by re-arranging the "rows" and "columns" of $R$ in the corresponding way. Since multiplication of matrices does not depend on these re-arrangements,

$$\Sigma(f) = (H_1' H_1) R_1 H_1' R_1 H_1 (H_1' H_1)^{-1}.$$ 

Since $R_1$ is positive definite, there exist an orthogonal matrix $P$ such that

$$PR_1P' = \begin{pmatrix} d_1 & 0 \\ 0 & d_{mn} \end{pmatrix} = D,$$
where $0 < d_1 \leq d_2 \leq \ldots \leq d_{mn}$. It is important to stress here that if one changes the above arrangement of rows and columns, then $R_1$ will be replaced by a similar matrix $R_2$ whence $R_1$ but not $D$ will be changed. Let $G = PH_1$. Then

$$\Sigma(f) = (G'G)^{-1}G'DG(G'G)^{-1}.$$ 

Moreover, the columns $G_j$ of $G$ has norm less than or equal to 1:

$$\|G_\beta\|^2 = \sum_{\alpha,j} f_\alpha^2 (\alpha,j),\beta$$

$$= \sum_j \|f_j\|_\beta^2$$

$$= \|f_\beta\|^2$$

$$\leq 1.$$ 

Thus the results in Chang and Wong (to appear) and Chan and Wong (to appear) for $m(f)$ with $n=1$, $m$ replaced by $mn$ can be applied. We shall assume that $D$ is positive definite. The following results follow trivially from Theorem 3 in Chan and Wong (to appear).

**Theorem 3.3.1.** Let

$$c = \frac{\sum_{j=1}^{k} d_j^{1/2}}{k}.$$
\[ D_1 = \begin{pmatrix} d_1 & 0 \\ 0 & d_k \end{pmatrix}, \]

\[ G = \frac{1}{c^{1/2}} \begin{pmatrix} D_1^{1/4} \\ 0 \end{pmatrix} Q', \]

Where \( Q \) is an orthogonal matrix such that \( Q D_1^{1/2} Q' \) has equal diagonal elements. Then \( m(f) \) is \( A \)-optimal and

\[ E(f) = c \cdot Q D_1^{1/2} Q'. \]

Of course, in order to find an optimal model \( m(f) \), one must first obtain \( F \) from \( G \) and then obtain \( f \) from \( F \).

**Theorem 3.3.2.** The following conditions are equivalent:

a) \( m(f) \) is \( D \)-optimal.

b) \( G = Q U \)

for some orthogonal matrix \( Q \) and \( s \times s \) diagonal matrix \( U \) whose diagonal elements all belong to \( \{-1, 1\} \).

**Theorem 3.3.3.** The following conditions are equivalent:

a) \( m(f) \) is \( D_s \)-optimal.

b) \( G = Q \begin{pmatrix} U & 0 \\ 0 & V \end{pmatrix} \),
where $U$ is an $s 	imes s$ diagonal matrix such that each diagonal element of $U$ is $-1$ or $1$, $V$ is a $(k-s) 	imes (k-s)$ nonsingular matrix such that each column has Euclidean norm equal or less than 1.

For illustration, we shall give an example. Earlier notations will be kept. Suppose that for $m(f)$, $n=2=m=a=0$, $b=1$, all $x_1(s), x_2(t)$ are independent normal random variables of mean 0 and

$$r(i,s,j,t) = r(s,t) \delta_{ij},$$

where for $s,t$ in $(0,1)$,

$$r(s,t) = (1-s)(1-t) \min \left\{ \frac{s}{1-s}, \frac{t}{1-t} \right\},$$

$$r(1,t) = r(s,1) = r(1,1) = 0.$$

Since $\frac{1}{\sqrt{2}} + \frac{\sqrt{3}}{\sqrt{2}} (2t-1)$, $\frac{1}{\sqrt{2}} - \frac{\sqrt{3}}{\sqrt{2}} (2t-1)$ are orthonormal in $L^2[0,1]$, we may take

$$\eta_1 = \frac{1}{\sqrt{2}} + \frac{\sqrt{3}}{\sqrt{2}} (2t-1),$$

$$\eta_2 = \frac{1}{\sqrt{2}} - \frac{\sqrt{3}}{\sqrt{2}} (2t-1).$$

We shall use Theorem 3.3.1 to find an $A$-optimal model $m(f)$. Now

$$r(1,1),(1,1) = \int_0^1 \int_0^1 \left( \frac{1}{\sqrt{2}} + \frac{\sqrt{3}}{\sqrt{2}} (2t-1) \right) \left( \frac{1}{\sqrt{2}} + \frac{\sqrt{3}}{\sqrt{2}} (2s-1) \right)$$

$$(1-s)(1-t) \min \left\{ \frac{s}{1-s}, \frac{t}{1-t} \right\} ds dt$$
\[
\int_0^1 \int_s^1 \left( \frac{1}{\sqrt{2}} + \frac{\sqrt{3}}{\sqrt{2}} (2t-1) \right) \left( \frac{1}{\sqrt{2}} + \frac{\sqrt{3}}{\sqrt{2}} (2s-1) \right) (1-s)tdtds \\
+ \int_0^1 \int_0^s \left( \frac{1}{\sqrt{2}} + \frac{\sqrt{3}}{\sqrt{2}} (2t-1) \right) \left( \frac{1}{\sqrt{2}} + \frac{\sqrt{3}}{\sqrt{2}} (2s-1) \right) (1-t)sdsdt \\
= \frac{1}{10} .
\]

\[
\mathcal{F}(1,1), (2,1) = \int_0^1 \int_0^1 \left( \frac{1}{\sqrt{2}} + \frac{\sqrt{3}}{\sqrt{2}} (2s-1) \right) \left( \frac{1}{\sqrt{2}} + \frac{\sqrt{3}}{\sqrt{2}} (2t-1) \right) (1-s)(1-t) \min \left\{ \frac{s}{1-s}, \frac{t}{1-t} \right\} dsdt \\
= \int_0^1 \int_s^1 \left( \frac{1}{\sqrt{2}} + \frac{\sqrt{3}}{\sqrt{2}} (2s-1) \right) \left( \frac{1}{\sqrt{2}} + \frac{\sqrt{3}}{\sqrt{2}} (2t-1) \right) (1-s)tdtds \\
+ \int_0^1 \int_0^s \left( \frac{1}{\sqrt{2}} + \frac{\sqrt{3}}{\sqrt{2}} (2t-1) \right) \left( \frac{1}{\sqrt{2}} + \frac{\sqrt{3}}{\sqrt{2}} (2s-1) \right) (1-t)sdsdt \\
= \frac{1}{15} .
\]

Similarly,

\[
\mathcal{F}(2,1), (2,1) = \mathcal{F}(2,2), (2,2) = \mathcal{F}(1,2), (1,2) = \frac{1}{10} ,
\]

\[
\mathcal{F}(2,1), (1,1) = \mathcal{F}(2,2), (1,2) = \mathcal{F}(1,2), (2,2) = \frac{1}{15} ,
\]

\[
\mathcal{F}(\alpha;i), (\beta;j) = 0 \quad \text{elsewhere}.
\]

We shall use the order:

\[
(1,1) \rightarrow 1, \ (1,2) \rightarrow 3, \ (2,1) \rightarrow 2, \ (2,2) \rightarrow 4.
\]
R is then reduced to

$$R_1 = \begin{pmatrix} \frac{1}{10} & -\frac{1}{15} & 0 & 0 \\ \frac{1}{15} & \frac{1}{10} & 0 & 0 \\ 0 & 0 & \frac{1}{10} & -\frac{1}{15} \\ 0 & 0 & -\frac{1}{15} & \frac{1}{10} \end{pmatrix}$$

It is easy to diagonalize

$$\begin{pmatrix} \frac{1}{10} & -\frac{1}{15} \\ -\frac{1}{15} & \frac{1}{10} \end{pmatrix}$$

to

$$\begin{pmatrix} \frac{1}{30} & 0 \\ 0 & \frac{1}{6} \end{pmatrix}$$

by

$$\frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ 1 & -1 \end{pmatrix}$$

So $R_1$ can be diagonalized to

$$\begin{pmatrix} \frac{1}{30} & 0 \\ \frac{1}{6} & \frac{1}{30} \\ 0 & \frac{1}{6} \end{pmatrix}$$
by

\[
A = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 1 & 0 & 0 \\
1 & -1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & -1 & 1
\end{pmatrix}
\]

Let \( P \) be the matrix obtained from \( A \) by interchanging the second and third columns. Then

\[
P = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 0 & 1 & 0 \\
1 & 0 & -1 & 0 \\
0 & -1 & 0 & 1 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]

and

\[
D = P^T R_1 P = \begin{pmatrix}
\frac{1}{30} & 0 & 0 & 0 \\
0 & \frac{1}{30} & 0 & 0 \\
0 & 0 & \frac{1}{6} & 0 \\
0 & 0 & 0 & \frac{1}{6}
\end{pmatrix}
\]

Thus \( d_1 = \frac{1}{30}, \ d_2 = \frac{1}{30}, \ d_3 = \frac{1}{6}, \ d_4 = \frac{1}{6} \), and

\[
c = \frac{(d_1^{\frac{1}{2}} + d_2^{\frac{1}{2}})}{2} = \frac{1}{\sqrt{30}},
\]

\[
D_1 = \frac{1}{30} I_2.
\]

Let \( Q \) be a 2x2 orthogonal matrix. Then \( Q D_1 Q' \) has equal diagonal elements. In fact, \( Q D_1 Q' = \frac{1}{30} I_2 \).
\[
G = \frac{1}{C^4} \begin{pmatrix}
D_1^B \\
0
\end{pmatrix} Q',
\]

\[
= \begin{pmatrix}
I_2 \\
0
\end{pmatrix} Q'.
\]

\[
H_1 = P'G = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 1 \\
0 & 0 \\
1 & -1 \\
0 & 0
\end{pmatrix} Q'.
\]

For illustration, let \( Q = I_2 \). Then,

\[
H_1 = \frac{1}{\sqrt{2}} \begin{pmatrix}
1 & 1 \\
0 & 0 \\
1 & -1 \\
0 & 0
\end{pmatrix}
\]

Using the earlier order, we obtain \( F = (f(a,i), j) \) with

\[
f(1,1), 1 = \frac{1}{\sqrt{2}} = f(1,1), 2
\]

\[
f(1,2), 1 = \frac{1}{\sqrt{2}} = -f(1,2), 2
\]

\[
f(a,i), j = 0 \text{ elsewhere.}
\]

Let \( t \in [0,1] \). Then

\[
f_{11}(t) = f(1,1), 1 \eta_1(t) + f(2,1), 1 \eta_2(t)
\]
\[
\frac{1}{\sqrt{2}} \eta_1(t),
\]
i.e.,
\[
f_{11}(t) = \frac{1}{2} \left( (1 - \sqrt{3}) + 2 \sqrt{3} t \right).
\]
Similarly
\[
f_{12}(t) = f_{21}(t) = f_{22}(t),
\]
\[
f_{12}(t) = -\frac{1}{\sqrt{2}} \eta_2(t).
\]
Thus
\[
f(t) = \begin{pmatrix}
\frac{1}{2} \left( (1 - \sqrt{3}) + 2 \sqrt{3} t \right) & \frac{1}{2} \left( (1 - \sqrt{3}) + 2 \sqrt{3} t \right) \\
\frac{1}{2} \left( (1 - \sqrt{3}) + 2 \sqrt{3} t \right) & -\frac{1}{2} \left( (1 - \sqrt{3}) + 2 \sqrt{3} t \right)
\end{pmatrix},
\]
t \in [0, 1]. With this A-optimal model m(f),
\[
\Sigma_0 = \Sigma(f)
\]
\[
= c QA^{\frac{3}{2}} Q'
\]
\[
= c D_1^{\frac{3}{2}}
\]
\[
= \frac{1}{30} I_2.
\]
i.e. \(\hat{\theta}_1, \hat{\theta}_2\) are independent random variables of variance \(\frac{1}{30}\).

D-optimal and \(D_0\)-optimal models \(m(\hat{c})\) can be found numerically by using Theorems 3.3.2 and 3.3.3.
3.4. Reproducing Kernel Hilbert spaces

The notion of least squares in section 3.3 does not depend on the covariance function $R$. There appears to have no sufficient reason to use the Euclidean norm to measure a random distance. In this section, we shall use a distance associated with $R$.

Instead of assuming that $D$ is positive definite, we shall assume that $R(i,s,j,t) = R_i(s,t)\delta_{ij}$, where all $R_i$ are continuous. So for $i \neq j$, all $y_i(s)$; $y_j(t)$ are independent. Chang (1979) deals with the case $n=1$. For completeness, let us define the notion of positive definiteness mentioned above. Let $K$ be a continuous real-valued function on $T \times T$. Note that all $R_i$ are examples of $K$. Let $f \in \mathcal{L}(T)$.

$$
\hat{K}(f)(t) = \int_{\hat{a}}^{\hat{b}} f(s)K(s,t)ds, \quad t \in [\hat{a}, \hat{b}].
$$

By the continuity of $K$ and the compactness of $[a, b]$, $\hat{K}(f)$ is continuous on $[a, b]$. So $\hat{K}$ is a linear function of $\mathcal{L}(T)$ into $\mathcal{L}(T)$.

Since

$$
\mathcal{L}^{\infty}(T) \subset \mathcal{L}^2(T) \subset \mathcal{L}(T),
$$

$\hat{K}$, restricted to $\mathcal{L}^2(T)$, is a linear function of $\mathcal{L}^2(T)$ into itself. We shall assume that $\hat{K}$ is restricted to $\mathcal{L}^2(T)$. For simplicity, let $f \in \mathcal{L}^2(T)$, $s \in T$. Since $K(s, ) \in \mathcal{L}^2(T)$, by Schwartz's inequality,

$$
|\hat{K}(f)(s)| \leq \| K(s, ) \| \| f \|.
$$

Thus

$$
\| \hat{K}(f) \| \leq \| K \| \| f \|.
$$
where \( \| K \| \) is the norm of \( K \) in \( L^2(T \times T) \). Let \( B(L^2(T)) \) be the algebra of all continuous linear functions of \( L^2(T) \) into \( L^2(T) \) with the operator norm \( \| \cdot \| \). Then \( \hat{K} \in B(L^2(T)) \) and as it was shown above,

\[
\| \hat{K} \| \leq \| K \|.
\]

Since \( \Lambda \) is one-to-one, we may identify \( \hat{K} \) with \( K \) and write \( K \) for \( \hat{K} \).

Since \( K \in B(L^2(T)) \), the notions and theory of operators in Hilbert spaces can be applied, e.g., \( K \) is said to be positive (nonnegative) definite if \( K \) is self adjoint, i.e., \( K=K^* \), the adjoint of \( K \), and for any nonzero \( f \) in the Hilbert space \( L^2(T) \), \( (Kf,f) > 0 \) (\( \geq 0 \)). The adjoint \( K^* \) of \( K \) is defined as \( K^* \in B(L^2(T)) \) such that

\[
(K^*f,g) = (f,Kg), \quad f,g \in L^2(T).
\]

Thus \( K=K^* \) if and only if \( K \) is symmetric. So all \( R_i \) are self adjoint. We shall now let \( i=1,2,\ldots,n \), \( K=R_i \) and prove that \( K \) is nonnegative definite. Let \( f \in L^2(T) \). Then

\[
(Kf,f) = \int_a^b (\int_a^b f(s)K(s,t)ds)f(t)dt
\]

\[
= \int_a^b \int_a^b (f(s)f(t)) E(\varepsilon_i(s)\varepsilon_i(t))dsdt
\]

\[
= E(\int_a^b \int_a^b f(s)f(t)\varepsilon_i(s)\varepsilon_i(t)dsdt)
\]

\[
\geq E((\int_a^b f(s)\varepsilon_i(s)ds)^2)
\]

\[
> 0.
\]
So $K$ is nonnegative definite. For convenience, we shall assume that all $R_i$ are positive definite. This assumption is not serious and amounts to: For any $i=1,2,\ldots,n$ and any $A \in \mathcal{A}$ with $P(A) = 1$, $L^2(T)$ is the closed linear span of $\{\varepsilon(\cdot)(w) : w \in A\}$. It can be shown by the theory of Wiener processes that in the example of section 3.3 is nonnegative definite.

The background of the above discussions can be found in Riesz and Nagy (1955), especially the Chapters IV and VI, respectively, on integral equations and completely continuous symmetric transformations of Hilbert space.

Now by Mercer's theorem, for each $i$, there exist an orthogonal basis $\{\phi_{iu}\}$ for $L^2(T)$ and a sequence $\{\lambda_{iu}\}$ of positive real numbers such that

$$R_i(s,t) = \sum_{u=1}^{\infty} \lambda_{iu} \phi_{iu}(s) \phi_{iu}(t) \quad (3.4.1)$$

in $L^2(T)$ and $\left\{ \sum_{u=1}^{\infty} \lambda_{iu} \phi_{iu}(s) \phi_{iu}(t) \right\}$ converges uniformly to $R_i$ on $T \times T$. Here $\{\lambda_{iu}\}$ is the spectrum of $R_i$, (3.4.1) is the spectral representation of $R_i$ and each $\phi_{iu}$ is an eigenvector of $R_i$ corresponding to $\lambda_{iu}$. Let

$$H(R_i) = \{ f \in L^2(T) : \sum_{u=1}^{\infty} \frac{1}{\lambda_{iu}} (f, \phi_{iu})^2 < \infty \}. $$
where $(\cdot, \cdot)$ is the usual inner product for $\mathcal{L}^2(T)$. For $g, h \in \mathcal{H}(R_i)$, we define $g_{iu} = (g, \phi_i u)$ ($h_{iu} = (h, \phi_i u)$) and

$$(g, h)_{R_i} = \sum_{u=1}^{\infty} \frac{g_{iu} h_{iu}}{\lambda_{iu}}$$

Then $\mathcal{H}(R_i)$ is a Hilbert space and will be referred to as the reproducing kernel Hilbert space (RKHS) induced by $R_i$. Let $R = \langle R_i \rangle$ and, as in section 3.2, let $\mathcal{H}(R)$ be the product of $\mathcal{H}(R_i)$'s equipped with the product inner product $(\cdot, \cdot)_{R}$, i.e.,

$$(g, h)_{R} = \sum_{i=1}^{n} (g_i, h_i)_{R_i} \quad , \quad g_i, h_i \in \mathcal{H}(R_i),$$

$$g = (g_i), \quad h = (h_i).$$

Then $\mathcal{H}(R)$ is a Hilbert space and is called the reproducing kernel Hilbert space (RKHS) induced by $R$. $\| \cdot \|_R$ will denote the norm induced by $(\cdot, \cdot)_{R}$.

$$\|g\|_R^2 = (g, g)_R \quad , \quad g \in \mathcal{H}. \quad (3.4.3)$$

We assume that $f_j$'s in $m(f)$ are continuous on $T$ and are independent in $\mathcal{H}(R)$. Let $w \in \Omega$, $\varepsilon \in \mathbb{R}^k$, denoted by $\Theta(w)$, is the Gauss-Markov estimator of $\Theta$ based on the observation $Y(\cdot)(w)$ if

$$\|Y(\cdot)(w) - f \varepsilon \|_R^2 = \min_{\Theta \in \mathbb{R}^k} \|Y(\cdot)(w) - f \Theta \|_R^2$$
Since $f_1, f_2, \ldots, f_k$ are independent in $H(R)$ and $\{f_\theta \mid \theta \in R^k\}$ is
the finite dimensional linear space $S$ spanned by $f_1, f_2, \ldots, f_k$,
$\widetilde{\theta}(\omega)$ uniquely exists and with $Y = Y(.)^{(\omega)}$,
\[
(Y - f \widetilde{\theta}(\omega), f_j)_R = 0 \quad , \quad j = 1, 2, \ldots, k.
\]
Thus
\[
(Y, f_j)_R = (f \widetilde{\theta}(\omega), f_j)_R
\]
\[
= \sum_{\ell=1}^k \widetilde{\theta}_\ell(\omega) (f_\ell, f_j)_R.
\]
Hence
\[
\sum_{\ell=1}^k \widetilde{\theta}_\ell(\omega) (f_\ell, f_j)_R = ((Y, f_j)_R).
\]
Let
\[
H(f) = ((f_j, f_j)_R).
\]
Then $H(f)^{-1}$ exists and
\[
\tilde{\theta} H(f) \widetilde{\theta}(\omega) = ((Y, f_j)_R).
\]
Therefore
\[
\widetilde{\theta}(\omega) = H(f)^{-1} ((Y, f_j)_R). \quad (3.4.4)
\]
Let \( W \) be a random vector of \((\Omega, \mathcal{A}, P)\) into \( R^k \). \( W \) is said
to be a **continuous linear estimator** of \( \theta \) if there exist linear
continuous functionals \( L_1, L_2, \ldots, L_k \) on \( \mathcal{H}(R) \) such that
\[
W(w) = (L_j(Y(.))(w)) \quad , \quad w \in \Omega.
\]

**Theorem 3.4.1.** \( \tilde{\theta}(w) \) is the best unbiased linear continuous esti-
mator (BLUE) of \( \theta \).

**Proof.** It suffices to prove that \( \tilde{\theta}(w) \) is unbiased for \( \theta \) and that
\( \tilde{\theta}(w) \) has minimum variance among all unbiased linear continuous
estimator of \( \theta \). Let \( w \in \Omega \), and \( W \) be a continuous linear estimator
of \( \tilde{\theta} \). Then by Riesz's representation theorem,
\[
W(w) = ((Y(.)(w), g_j)_R),
\]
for some \( g_1, g_2, \ldots, g_k \) in \( \mathcal{H}(R) \). Write \( g_j = (g_{ij}) \). Then
\[
E(W) = (\sum_{i=1}^{n} \int_{\Omega} (Y_i(.)(w), g_{ij})_R dP(w))
\]
\[
= (\sum_{i=1}^{n} \int_{\Omega} (Y_i(.)(w), g_{ij})_R dP(w))
\]
\[
= (\sum_{i=1}^{n} \omega \frac{\omega}{\lambda_{iu}} \int_{a}^{b} V_i(t)(w) \phi_{iu}(t) dt dP(w))
\]
\[
= (\sum_{i=1}^{n} \omega \frac{\omega}{\lambda_{iu}} \int_{a}^{b} \sum_{\ell=1}^{k} f_{i\ell}(t) \theta_{i\ell}(t) dt)
\]
\[
E(W) = (f_\theta, R_j) \theta.
\]

Now by (3.4.5),
\[
E(\tilde{\Theta}(\omega)) = E(M(\xi)^{-1}((Y(\cdot), f_j) R_j))
\]
\[
= M(\xi)^{-1}((f_\theta, f_j) R_j) \theta
\]
\[
= \theta,
\]

i.e., \( \tilde{\Theta}(\omega) \) is unbiased for \( \theta \). Let \( \Sigma_w \) be the dispersion matrix of \( W \).

Then
\[
E_w = E((\varepsilon(.)(\cdot), R_j) R_j, (\varepsilon(.)(\cdot), R_k) R_k)
\]
\[
= (\sum_{i=1}^{n} \sum_{i'=1}^{n} \sum_{u=1}^{\infty} \frac{1}{\lambda_i \lambda_{i'}} \varepsilon_{i,j} \varepsilon_{i' j} R_j R_k ) \int_a^b \int_a^b ds dt
\]
\[
= (\sum_{i=1}^{n} \sum_{u=1}^{\infty} \sum_{u'=1}^{\infty} \frac{1}{\lambda_i \lambda_{i'}} \varepsilon_{i,j} \varepsilon_{i' j} R_j R_k ) \int_a^b \int_a^b R_i(s,t)
\]
\[ \phi_{iu}(s) \phi_{iu'}(t) ds dt \]
\[ = \left( \sum_{i=1}^{n} \sum_{u'=1}^{\infty} \frac{1}{\lambda_{iu_iu'}} g_{iu} \delta_{iu} \delta_{iu'} \right) \delta_{uu'} \]
\[ = \left( \sum_{i=1}^{n} \sum_{u=1}^{\infty} \frac{1}{\lambda_{iu_iu}} g_{iu} \delta_{iu} \delta_{iu'} \right). \]

So
\[ \Sigma_{w} = \left( \langle \mathbf{g}_j, \mathbf{g}_K \rangle_R \right) \]  \hspace{1cm} (3.4.6)

By (3.4.6),
\[ \Sigma(f) = M(f)^{-1} \Sigma(Y(.), \mathbf{f}_j)_R (M(f)^{-1}) \]
\[ = M(f)^{-1} M(f) M(f)^{-1}. \]

So,
\[ \Sigma(f) = M(f)^{-1}. \]  \hspace{1cm} (3.4.7)

By (3.4.5), \( W \) is unbiased for \( \theta \) if and only if
\[ \left( \langle \mathbf{f}_j, \mathbf{f}_g \rangle_R \right) = I_K. \]  \hspace{1cm} (3.4.8)

It can be proved by (3.4.6) - (3.4.8) that if \( W \) is unbiased for \( \theta \), then \( \Sigma_w \) - \( \Sigma\hat{\theta}(\omega) \) is nonnegative definite. Hence \( \hat{\theta}(\omega) \) has minimum variance among all unbiased continuous estimators of \( \theta \).

\textit{q.e.d.}
To obtain $D_-, D_s$- and $A$-optimal models $m(f)$, we need to specify the family $X$ of all eligible $f$. Let $L \in (0, \infty)$ and let $X$ be the family of $f = (f_{ij})$ in (3.2.1) such that $\|f_j\|_R \leq L$, $j = 1, 2, \ldots, k$.

Theorem 3.4.2. (a) $\min_{g \in X} |\Sigma(g)| = \frac{1}{L^{2k}}$.

(b) $m(f)$ is a $D$-optimal model if and only if $f_1, f_2, \ldots, f_k$ are orthogonal in $H(R)$ with norm $L$.

Proof. (a) Since

$$|\Sigma(g)| = |M(g)|^{-1}, \quad g \in X,$$

it suffices to prove that

$$\max_{g \in X} |M(g)| = L^{2k}.$$

Let $g \in X$ and let $\{\lambda_j\}$ be the spectrum of $M(g)$. Then

$$\sum_{j=1}^{k} \lambda_j = \text{tr} M(g) = \sum_{j=1}^{k} (f_j, f_j)_R$$

$$= \sum_{j=1}^{k} \|f_j\|^2_R$$

$$\leq \sum_{j=1}^{k} L^2$$

$$= k L^2. \quad (3.4.9)$$
So, by the familiar arithmetic mean-geometric mean inequality,

\[ |M(g)| = \prod_{j=1}^{k} \lambda_j \]

\[ \leq \left( \frac{\sum_{j=1}^{k} \lambda_j}{k} \right)^k \]

\[ \leq \left( \frac{1}{k} \cdot k L^2 \right)^k \]

\[ = L^{2k} \]

Now suppose that \( f_1, f_2, \ldots, f_k \) are orthogonal in \( H(R) \) with norm \( L \). Then

\[ |M(f)| = |(f_i, f_j)_{R}| \]

\[ = |L^2 I_k| \]

\[ = L^{2k} \]

proving (a).

(b) From (a), it suffices to prove that \( \min_{g \in X} |M(g)| = |M(f)| = L^{2k} \)

implies that \( f_1, f_2, \ldots, f_k \) are orthogonal in \( H(R) \) with norm \( L \). Let \( \{\lambda_j\} \) be the spectrum of \( M(f) \). Since \( \{\lambda_j\} \) minimizes

\[ \prod_{i=1}^{p} \lambda_i \]

with all \( \lambda_j > 0 \)
and

\[ \sum_{j=1}^{k} \lambda_j \leq k L^2, \quad (3.4.10) \]

\[ \lambda_1 = \lambda_2 = \ldots = \lambda_p = L^2. \]

Since \( M(f) \) is positive and has identical eigenvalues, \( \lambda_j = L^2, M(f) = L^2 I_k \). Thus \( f_1, f_2, \ldots, f_k \) are orthogonal in \( H(R) \) and have norm \( L \). q.e.d.

Note here that even for \( n=1 \), the above result is more general than Theorem 1 (i) in Chang (1979). Also our proof is different from the one given by Chang who uses Hadamard's inequality to prove (a).

Theorem 3.4.3.

(a) \[ \min_{g \in X} \text{tr} \, \Sigma(g) = \frac{k}{L^2} \]

(b) \( M(f) \) is an A-optimal model if and only if \( f_1, f_2, \ldots, f_k \) are orthogonal in \( H(R) \) with norm \( L \).

Proof. (a) Let \( g \in X \). Then

\[ \text{tr} \, \Sigma(g) = \text{tr} \, M(g)^{-1}. \]

Let \( \{\lambda_i\} \) be the spectrum of \( M(g) \). Then

\[ \text{tr} \, \Sigma(g) = \sum_{i=1}^{k} \frac{1}{\lambda_i} L. \quad (3.4.11) \]
To minimize $\text{tr} \Sigma(g)$ is equivalent to minimize (3.4.11) subject to (3.4.10), which, again, is equivalent to minimize (3.4.11) subject to

$$\sum_{i=1}^{k} \lambda_i > 0, \quad \sum_{i=1}^{k} \lambda_i = k L^2. \tag{3.5.12}$$

Let $\lambda = (\lambda_i)$ and

$$\phi(\lambda) = \sum_{i=1}^{k} \frac{1}{\lambda_i} - \mu(\sum_{i=1}^{k} \lambda_i - k L^2),$$

where $\mu$ is a Lagrange multiplier. Let $d\lambda = (d\lambda_i) \in \mathbb{R}^k$. Then

$$d\phi(\lambda)(d\lambda) = (-\frac{1}{\lambda_i^2} - \mu) d\lambda.$$ 

Let $\sigma = (\sigma_i), \beta = (\beta_i) \in \mathbb{R}^k$ with all $\sigma_i, \beta_i > 0$. Then

$$(d\phi(\sigma)-d\phi(\beta))(\sigma-\beta) = \left(\frac{1}{\beta_i^2} - \frac{1}{\sigma_i^2}\right)((\sigma_i - \beta_i)^2) = \sum_{i=1}^{k} \frac{(\sigma_i - \beta_i)^2 (\sigma_i + \beta_i)}{\sigma_i^2 \beta_i^2}.$$ 

$> 0.$

So $\phi$ is convex on the open convex set $B$ of all $\lambda$ in $\mathbb{R}^k$ with each $\lambda_i > 0$. Let $d\phi(\lambda) = 0$. Then

$$\lambda_i = (-\mu)^{-\frac{1}{2}}, \quad i = 1, 2, \ldots, k.$$
Choose $\mu$ so that (3.5.12) holds. Then

$$\lambda_i = L^2, \quad i = 1, 2, \ldots, k, \quad \mu = \frac{1}{L^4},$$

and so $\lambda_0$ with each $\lambda_{0i} = L^2$ gives the minimum value of $\phi(B)$. By the theory of Lagrange's multipliers, $\lambda_0$ minimizes (3.4.11) subject to (3.5.12) and

$$\text{tr} \sum f > \sum_i \frac{1}{\lambda_{0i}} = \frac{k}{L^2}.$$ 

Now choose $f$ such that $f_1, f_2, \ldots, f_k$ are orthogonal in $H(R)$ with norm $L$. Then $f \in X$ and $\Sigma(f) = \frac{1}{L^2} I_k$. Thus

$$\text{tr} \sum f = \frac{k}{L^2},$$

proving (a).

(b) By (a), it suffices to prove that $\text{tr} \sum f = \frac{k}{L^2}$ implies that $f_1, f_2, \ldots, f_k$ are orthogonal in $H(R)$ with norm $L$. From the proof of (a), the spectrum $\{\lambda_{0j}\}$ of $M(f)$ minimizes (3.5.11) subject to (3.5.12). So

$$\lambda_{01} = \lambda_{02} = \ldots = \lambda_{0k} = L^2,$$

i.e., $M(f) = L^2 I_k$. Hence $f_1, f_2, \ldots, f_k$ are orthogonal in $H(R)$ with norm $L$. q.e.d.
Again, even for $n=1$, Theorem 3.4.3 is more general than Theorem 1 (ii) in Chang (1979). Also, our proof is different from the one given by Chang who uses the Gram-Schmidt process to prove (a). Combining Theorem 3.4.2 and Theorem 3.4.3 we have the following nice result.

Theorem 3.4.4. Let $f \in \mathcal{X}$. Then $m(f)$ is $D$-optimal if and only if it is $A$-optimal.

From the viewpoint of section 3.3, where $D$-optimal models are not equivalent to $A$-optimal models, Theorem 3.4.4 is a very strong and, yet, a desirable result. One then wonders which estimator and optimal model should be used. The Gauss-Markov estimator is the BLUE of $\theta$. However, for finding this estimator, one needs the spectral representation of all $\tau$, which are often difficult to obtain. Also, we seldom know all $\tau$ precisely and if we do not know all $\tau$ precisely, then a repeated use of $\tau$'s will probably increase the uncertainty of the chosen model and the chosen estimator. Since the optimal models $m(f)$ obtained in this section depend on a certain RKHS, practically, the design $f$ may be difficult to control (or, say, construct). On the other hand, it is relatively easy to control the optimal models in section 3.3 and compute the underlying least square estimates. Also, in terms of motivations and conclusions, $A$-optimal models $m(f)$ in section 3.3 tend to ignore larger eigenvalues of $R$. Indeed, with the assumption of this section, if $n \geq k$, then only the smallest eigenvalue of $R$
contributes to the optimal models. On the other hand, the A-optimal models $m(f)$ in this section are obtained by more or less treating all eigenvalues of $\xi_i$'s as equal. To conclude, like many other statistical models, it is up to the workers to observe the reality and then decide which optimal model to use.
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