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Abstract

This dissertation is concerned with testing of asynchronous circuits. Asynchronous circuits are attracting increasing interest for future generations of high-speed low-power logic circuits because they facilitate concurrent computation, offer average-case performance and better technology migration potential, and eliminate clock skew.

The research reported in this dissertation is a comprehensive study of testing asynchronous circuits using design-for-testability (DFT) techniques and test generation algorithms.

In the first part of the study we propose an on-line DFT technique for detecting short defects (or \(I_{DDQ}\) faults), which create a low-resistance path between the supply lines. It is shown that \(I_{DDQ}\) testing, delay testing, and stuck-open testing are necessary in order to achieve a high defect coverage. The second DFT technique presented in this part is a novel circuit for concurrently detecting delay faults and stuck-open faults. In the proposed DFT techniques, in particular, fault detection in CMOS logic family is investigated.

The second half of this study attempts to derive test sequences for sequential circuits. First, initialization phase is studied. Initialization is the process of driving the state signals in the circuit to known states. This dissertation presents an initialization technique for non-initializable asynchronous sequential circuits.

Finally, we proceed by generating test sequences for asynchronous sequential circuits. We assume the presence of all multiple faults of all multiplicities. No faulty machines are generated during these procedures and we do not resort to their explicit enumeration.
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Chapter 1

Introduction

The VLSI community has witnessed a renewed and growing interest in asynchronous circuit design and testing during the last decade. Asynchronous circuits are attracting increasing interest for future generations of high-speed low-power logic circuits because they facilitate concurrent computation, offer average-case performance and better technology migration potential, and eliminate clock skew\(^1\).

The potential advantages of asynchronous circuits over their synchronous counterparts are:

1. The power dissipation and the area associated with clock routing has disappeared due to the absence of a global clock in asynchronous circuits. The ac power dissipation on latches is reduced since only those parts of the circuit

---

\(^{1}\)The variation in the effective arrival time of the clock at different clocked storage elements is called clock skew [165]. These variations may be due to a combination of several effects: different threshold voltages, signal propagation delays on wires, or variation in element delays such as is found when gated clock signals are used to control register loading.
that are actually performing useful work will be active: Internal node capacitors of other latches would not charge or discharge for each controlling signal transition.

2. Clock skew is eliminated since there is no global clock.

3. Some asynchronous systems have higher modularity. Since there are no global timing requirements, functional blocks may be replaced individually without circuit modification provided that the correct operation of the entire circuit does not depend on the combinations of delays in the new block.

4. Designing asynchronous circuits improves average speed performance, since many asynchronous circuits sense when a computation is ended. Therefore, the speed of the entire circuit no longer needs be bounded to the slowest block or the rate of a global signal. In contrast to asynchronous systems, synchronous circuits must wait until all possible computations have been completed before latching the results; this yields in worst-case performance.

5. Most asynchronous circuits promise better handling of metastability: a state of unstable equilibrium in which a circuit can remain for an unbounded amount of time. An example of a component where metastability may occur is an arbiter. In a synchronous system a metastable state may last longer than one clock cycle. In this case, incorrect data is sampled and transferred to the next stage, which in turn, might lead to an incorrect output. However, most asynchronous circuits can wait an arbitrarily long time until the circuit element leaves the metastable state.

In spite of their numerous attractive features and the significant work that has been carried out, asynchronous circuits have not been widely used in practice due
to the lack of an adequate theory of asynchronous circuits in the past, and the problems with hazards and races. Asynchronous circuits suffer in terms of required area for the following two reasons. First, while hazards are not of concern in synchronous sequential circuits where clock signals exist, any momentary erroneous signal may be troublesome in asynchronous sequential circuits. In order to design hazard-free sequential circuits, we end up using additional gates. Second, there is overhead produced by the handshake circuits which are designed to compensate for the elimination of the global clock signal. The relatively larger components and the handshake circuits both contribute to the overhead, which, in turn, increases density and power consumption. Another disadvantage is that a good portion of the system's time might be spent on producing the handshaking and control signals. As a result, the average speed of an asynchronous circuit designed with previously known methods may be low compared to that of a clocked circuit with a similar function.

Despite the problems listed above, it is unlikely the renewed interest in asynchronous techniques will diminish. It is also unlikely that industry will switch entirely to asynchronous circuit design. It is more likely that asynchronous and synchronous approaches will be developed in areas where they are really advantageous. Asynchronous design is an important research area for the following reasons:

1. When a few synchronous circuits with different clock signals are connected to each other through interface circuits, there will always be a need for asynchronous circuits to synchronize among the clocks. An example of this situation is the handshaking procedure of the IEEE-488 bus.

2. The advantages gained by designing asynchronous circuits are encouraging even if they are comparable with synchronous circuits in terms of area and
speed. Modularity, elimination of clock skew, and handling metastability are not easy to achieve in synchronous design. For this reason, the attitude is changing now. Designing asynchronous circuits to optimize power dissipation, area, and speed has received considerable attention in the past several years and new design methodologies have been developed specifically for asynchronous circuits [79,103,117,137].

3. A clock is an input signal with periodical transitions. From this point of view any synchronous circuit operates asynchronously. Any design or testing methodology for asynchronous circuits should also be applicable to synchronous circuits by applying a constraint on one of the inputs, i.e., 0-to-1 transitions are equally spaced in time, so are 1-to-0 transitions. Note that the opposite concept is not necessarily true.

Some publications [151,188] have pointed out the possibility of eliminating extra hardware due to handshaking signals. Synchronous circuits use a logic structure which allows hazards and races to occur prior to a transition on the clock line. This same logic structure can be used along with an asynchronous clock signal: i.e., the asynchronous clock signals should also allow hazards and races before a change on the clock line. One such logic structure is micropipelines. In general, there have been many attempts to design asynchronous circuits which have better performance in terms of area and speed than their counterparts [43,108]. The results obtained through ongoing research are encouraging [69,70,175].
1.1 Testing Asynchronous Circuits

Fabrication errors, fabrication defects, and physical failures may cause abnormal behavior (or simply malfunction) of IC elements. Such abnormalities are called physical faults. Therefore, it is not sufficient just to design and to manufacture integrated circuits, and to fabricate millions of devices using advanced integration circuit technology; semiconductor manufacturers and users must also verify that the circuits work as intended. Testing of a system is an experiment in which the system is exercised and its resulting response is analyzed to ascertain whether it behaved correctly [2]. The generation of test vectors for a logic circuit is an $NP$-complete problem [66, 88, 93].

A great amount of research has been done to reduce the complexity, the hardware expense, and the execution time of testing synchronous circuits [43, 69, 70, 79, 103, 108, 117, 137, 151, 175, 188]. The testing of combinational circuits has been studied in depth over many years. Testing synchronous sequential circuits is much more difficult, because long test sequences may be needed to excite a given fault and to make it observable. This problem is usually solved in synchronous circuits by using scan design methods [2] which reduce any circuit to a collection of combinational circuits and latches, thus simplifying testing.

Testing techniques for synchronous circuits have failed to be extended to testing asynchronous circuits for the following reasons:

1. The absence of a clock reduces controllability, and testing techniques are often more complex. For example, scan techniques are not easily applicable because one should order scanned logical values to read or to write serially. This needs a time constraint on reading from observation points or writing to controlling
points. Adding extra input/output test points is sometimes suggested to ease the controllability and observability of variables inside asynchronous circuits.

2. Although asynchronous circuits must be designed hazard- and race-free, faults may cause oscillations within the circuit, or may change a hazard- and race-free circuit to a hazardous one. These faults are difficult to detect. Therefore, any testing technique should handle hazards and races if they occur.

3. Also, compared to test generation for synchronous circuits, test generation for asynchronous circuits is harder since they tend to have more state holding elements than synchronous circuits.

Therefore, there is a need for a suitable testing method that can address the peculiarities of the asynchronous circuits.

In this dissertation we aim at high defect coverage by proposing several design-for-testability (DFT) techniques for digital BiCMOS/CMOS integrated circuits and providing test generation algorithms for asynchronous circuits.

One contribution of this dissertation is a DFT technique for detecting short defects in pull-up/pull-down BiCMOS/CMOS design. We propose an on-line $I_{DDQ}$-testable design, which uses the concept of virtual ground, and inspects for any undesired connection between the GND and $V_{DD}$ nodes. The occurrence of a fault is announced if an unwanted path exists between these two nodes.

The second contribution of this dissertation is a novel circuit for detecting delay faults. The operation of the delay fault checkers is based on observing the time delay between transitions instead of the normally practiced observation of the outputs at a specific sampling time. We provide a fully testable CMOS design technique. We also propose concurrent delay fault checkers for asynchronous circuits by deploying synchronous DFT technique.
CHAPTER 1. INTRODUCTION

The importance of concurrent fault detection is that an asynchronous circuit which has passed the initial tests is prone to some defects which may occur during the normal operation of the circuit. This scheme eliminates the requirement of test-pattern generation, and the circuit can be tested concurrently with the normal operation.

The third contribution of this dissertation is initialization of asynchronous circuits. We provide a new initialization technique which has little overhead and can often be simplified. This technique does not change the complexity and hazard characteristics of the circuit since we do not re-design it.

The fourth contribution of this dissertation is the generation of test sequences for the detection of single & multiple stuck-at faults in asynchronous circuits. We provide a graphic representation of transitions, which occur in this type of circuit depending on the delays of wires and gates. We derive pieces of complete test sequences. We then link these pieces of test sequences to obtain the complete test sequence. We are never concerned with the actual location of the fault(s) in this process.

The organization of this dissertation is as follows. Chapter 2 contains a summary of design terminologies, explains pull-up/pull-down BiCMOS design, and provides the literature review of existing asynchronous designs. Chapter 3 is concerned with the testing terminology and the fault models used in this dissertation, reviews some related DFT techniques, and provides the literature review of testing techniques for asynchronous circuits. In Chapter 4 the proposed DFT method for detecting short and bridging faults in asynchronous CMOS/BiCMOS circuits is described. Fully testable CMOS design and methods for detecting delay faults in asynchronous circuits are presented in Chapter 5. The related DFT method for initialization of asynchronous sequential circuits is dealt with in Chapter 6. A test generation algo-
Algorithm for asynchronous sequential circuits is discussed in Chapter 7. The summary of the research, conclusions, and the future directions for the problem of designing a fully testable asynchronous circuit are pointed out in Chapter 8.
Chapter 2

Design Overview

The organization of this Chapter is as follows. We present the different levels of abstraction in Section 1. PUPD (pull up/pull down) BiCMOS design, which is used throughout this dissertation, is explained in Section 2. Different structures for asynchronous circuits are explained in Section 3. An appropriate formalism for circuit design and a set of primitive modules are discussed in Section 4. Finally, a brief chronology of design methodologies is given in Section 5.

2.1 Levels of Abstraction

The design representation of digital circuits is separated into behavioral, structural, and physical domains [126]. Behavior refers to the functionality of a system or how its components interact with their environment, i.e., the mapping from inputs to outputs. Structure refers to the set of interconnected abstract components that make up the system. Structure is typically described by a netlist. Both behavioral and structural models are realized independently of the implementation technology.
Ultimately, the structure must be mapped into a physical design, and each abstract component must be replaced with real components depending on the fabrication technology used.

Behavior, structure, and physical design are usually distinguished as the three domains in which hardware can be described. Within each domain is a set of abstraction levels, which are concerned with specified aspects of the system. Note that the level of detail increases from the system level to the circuit level. Items of specific interest within each level of abstraction are:

- **System level**: The general specification level is often represented by a document written in a natural language. The behavior of a system is described by a set of performance specifications, which define the required operational characteristics for the system. The corresponding structural description contains the components which are required to realize the system: for example, processors, memories, controllers, buses, and switches. In the physical domain, the physical partitions of the system are defined; for example, PCB and chip partitions. Since this level is connected with the overall system structure and information flow, we call it the system level.

- **Algorithmic level**: At this level, which is sometimes called functional level or instruction-set level, the focus is on the computations performed by an individual processor, the way it maps sequences of inputs to sequences of outputs. In the behavioral domain, the level is expressed in an algebraic notation involving variables and operators, while no explicit reference is made to any physical objects or resources, nor to timing constraints. The description would include the algorithm performed by each process, together with its associated data structures and procedures. In the structural domain, hardware
subsystems would represent the individual processes. The physical description would contain clusters; i.e., functionally related hardware subsystems.

- **Register-transfer level**: Below the algorithmic level is the register-transfer level (RTL), sometimes called Micro-architecture level. Here the system is viewed as a set of interconnected storage elements and functional blocks. The behavior is described as a series of data transfers and transformations between storage elements (registers or the data path) together with the ordering of the operations and transfers (the control path). The corresponding structural description defines the abstract implementation with a set of functional components; for example, ALUs, adders, MUXs, PLAs, ROMs and registers. Separate structural descriptions would be given for the data paths and their corresponding control paths. It may be possible to implement the structural description, or part of it, directly in silicon using library cells or module generators. The physical description would depend on the target implementation; for example, gate array or standard cell.

The difference between the register-transfer level and the algorithmic level is the level of detail of the specified internal structure. Only the input/output behavior is known at the algorithmic level, but there is no direct relationship between variables and internal registers or between assignment statements and register transfers at this level. The RTL model explicitly involves resource entities (registers, memories) and describes the transfers and operations between these resources and their logic conditions. Busses and structural concepts are not necessarily present.

- **Logic level**: Next comes the logic level. The behavior is specified by logic equations. This behavioral description would define switching circuits, expressed
in terms of combinatorial logic functions, together with finite state machines. A structural description would consist of a netlist of gates, flip-flops and registers. In the physical domain, the structural description would be realized directly in silicon by predefined library cells. In addition, the chip floorplan (a geometrical arrangement of interconnected cells) would be derived.

- **Circuit level**: Below logic level is the circuit level, which views the system in terms of the individual transistors of which it is composed. In the behavioral domain, the behavior of a library cell would be given in terms of its d.c. and a.c. electrical characteristics. In the structural domain, transistor networks for each cell, specified to the implementation technology, would be defined. These low level networks are structures of blocks which can be easily mapped to the circuit library of a given technology.

- **Layout level**: Finally, one can go down directly to the layout level where the physical geometry of components is described.

### 2.2 PUPD BiCMOS Logic Gates

The most common type of VLSI circuits uses CMOS to perform the logic functions, and bipolar transistors to drive the output load. The general structure of a BiCMOS logic gate [11] is shown in Figure 2.1.

It consists of a CMOS logic stage and a bipolar output stage. The CMOS stage performs the logic function and provides proper bias to the output stage. The p-part (of the CMOS stage) consists of parallel/series interconnection of PMOS transistors, determined by the desired logic function. Each of the n-part 1 and n-part 2 is the dual of the p-part and consists of series/parallel interconnection of
NMOS transistors. The output stage consists of a pull-up ($Q_1$), and a pull-down ($Q_2$) transistor. For normal (fault-free) operation, the CMOS stage ensures that $Q_1$ and $Q_2$ do not turn on simultaneously. During a low-to-high output transition, $N_7$ provides a discharge path for the base of $Q_2$, causing it to turn off more quickly. Similarly, during a high-to-low output transition, the n-part 1 provides a discharge path for the base of $Q_1$. A typical implementation of a conventional BiCMOS NAND gate is shown in Figure 2.2.

It is expected that in future BiCMOS VLSI systems, the dense logic will be predominantly CMOS [57]. BiCMOS buffers are to be employed for driving the heavily loaded nodes or off-chip load.
2.3 Categories of Digital Circuits

Digital circuits can be classified according to the function used to relate outputs and inputs or the method used to synchronize operations; see Figure 2.3. Digital combinational circuits have their outputs uniquely determined by the current circuit inputs. Circuits without feedback are always combinational.

Sequential circuits, on the other hand, contain state variables, which keep the record of input transitions by their present state: i.e., the internal state serves to summarize the pertinent history of the circuit. Both the output of a sequential circuit and the next internal state are functions of the current internal states and inputs. Sequential circuits are further classified according to the method used to synchronize operations. Circuits which employ a global clock, a sequence of periodic pulses generated by an independent source, are called synchronous while circuits without a clock are called asynchronous. Figure 2.4 shows a typical synchronous sequential circuit where the state-holding components are latches. All latches are activated simultaneously by a transition on the clock: i.e., between clock pulses, no recognition is taken of the input.
Transitions in asynchronous sequential circuits depend on the delays of components and wires. These delays, although bounded, cannot be precisely determined since they are technology dependent. In this dissertation we address two different asynchronous design methodologies: classical design and modern design. Boolean algebra constitutes the basic formalism used in designing synchronous and classical asynchronous circuits where only the logic levels of the inputs and outputs are important rather than transitions. Standard basic elements in classical asynchronous design are gates such as AND, OR, XOR, and inverter. A typical classical asynchronous sequential circuit is implemented in Figure 2.5 as a large gate circuit with feedback. Designing classical asynchronous circuits [116] uses the finite state machine (FSM) model. The general format used to describe a sequential function,
Figure 2.5: Typical classical asynchronous sequential circuit structure.

which relates output sequences to input sequences, in classical asynchronous circuits is called a flow table [79,180], which consists of a two-dimensional array. The columns correspond to input states, the rows to internal states, and the entries are ordered pairs representing the next internal state and the current output. A state is stable if the next internal state is the same as the current internal state. Only one stable state is permitted in any row of a primitive flow table [116]. The next step in the synthesis procedure is to find a minimal-state flow table from a primitive flow table. We then select a finite set of binary state variables and assign to each row of the flow table one or more states of these variables. The next step in the synthesis is to obtain truth tables specifying the circuit outputs and next values of the state variables as functions of the current values of the input and state variables. In the last step the truth table is transformed to a Karnaugh-map, from which the logic circuit is designed.
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A situation in which more than one state variable must change in the course of a transition is called a race condition. If the behavior of the circuit depends on the outcome of the race, then the race is called critical; otherwise it is noncritical. Critical races are not a problem with clocked systems since the clock pulse will go off before any flip-flop can change its state and have that change pass through the delay element to the primary output. Thus the only requirement for the validity of a row assignment is that no code be assigned to two different rows.

Some of the difficulties with the FSM model [39] are that unrestricted input changes are not handled, concurrent behaviors can not be described directly, and the flow table expands exponentially with the number of input signals. Another problem with FSM synthesis is lack of modularity [49]. Although using clock pulses eases the row-assignment and eliminates hazards, the clock frequency must be set to allow for ‘worst case’ delays and manufacturing tolerances.

There are two basic signaling conventions for communication, control, and data representation in a digital system: level signaling and transition signaling. In level signaling, the voltage level of a signal is meaningful. In transition signaling, however, only change of a signal is significant; an event can be a transition from low to high (i.e. rising transition) or from high to low (i.e. falling transition). Transition signaling does not distinguish between rising or a falling transition.

The environment in classical asynchronous circuits changes the input signals and holds them fixed until the circuit reaches a stable state; after that, the environment is allowed to apply the next change to the input signals. This is called the fundamental mode operation [125].

Modern asynchronous circuits are sensitive to changes in the inputs in addition to their logic levels. Therefore, new approaches, called event-based formalisms,
are used which are capable of dealing with transitions (events) in the input and output signals, allowing the input-output mode of operation [29]. In contrast to fundamental mode, input-output mode allows the input to change upon receiving an appropriate response to a previous input change, even if the circuit has not yet stabilized. Some basic event-based formalisms are trace theory [49, 52, 170] and transition graphs such as Petri nets [4, 39, 134, 145]. While the former has a textual representation form, the later has a graphical representation form. Examples of primitive elements in an event-based formalism are WIRE, JOIN, MERGE, TOGGLE, and ARBITER.

In contemporary asynchronous design, a control signal indicates the validity of the carried data [174]. For instance, each datum, or bundled-data, is accompanied by a control signal which specifies the legitimacy of that bundle of data, see Figure 2.6. When this control signal is activated by a sender, it is regarded as a request to the receiver. The number of data lines is arbitrary, and the request and acknowledge signals can use level (4-phase) signaling or transition (2-phase) signaling. Figure 2.7 shows intervals of data transfer by 2- and 4-phase signaling or handshake. The arrows in the figure indicate the sequence of events.

![Diagram](image)

**Figure 2.6: Communication through a bundled data interface.**

For narrow communication channels, one wire is used per data value. This is
Figure 2.7: Data transfer in (a) two-phase signaling, and (b) four-phase signaling.

called single-rail encoding. The logic level on data wire indicates which binary value is communicated. Besides the data wire, which indicates what value is communicated, there is one wire which is used to indicate when the data is communicated. This wire is called the data valid wire. This wire can use either two-phase or four phase signaling. In dual-rail encoding, which is a widely used coding scheme, two wires are used for each bit in the binary representation of a number, one wire for the value zero and one wire for the value one. Sending a transition (or a logic one) along the '0' wire implements the communication of a zero, and sending a transition (or a logic one) along the '1' wire implements the communication of a one. Consider an n-bit binary number which is about to be transferred to the receiver. If the j-th bit is zero, wire 2j is raised, if it is 1, then wire 2j + 1 is raised. In a four-bit wide dual-rail encoded channel where eight wires are used, "0" is encoded as 01010101, and "1" is encoded as 01010110. Either two-phase or four-phase signaling can be used for dual-rail encoding.

Asynchronous circuits may also be classified on the basis of their dependence on component delays. Widely used categories are Delay-Insensitive (DI), Speed-Independent (SI), and Quasi-Delay-Insensitive (QDI) circuits. DI circuits operate
correctly independent of gate and wire delays. SI circuits, however, behave correctly no matter how long it takes for the gates in the circuit to respond, but the wire delays are assumed to be 0. QDI circuits function properly independent of the delays of gates and wires with the assumption that the difference in delays on branches of a fork are less than the minimum gate delay in that circuit. Such forks are named *isochronic* forks.

### 2.4 Asynchronous Design

This Section is devoted to an appropriate formalism for circuit design, a set of primitive modules, and micropipelines.

**Trace Theory (Program Notation):**

The high-level specification for circuits is in a language that is based on Hoare's CSP (Communicating Sequential Processes) [83]. A directed trace structure is represented by a *directed command* similar to a regular expression. A command is composed of input and output alphabets, and special symbols which stand for certain operations. We first briefly define each operation, then we illustrate them by using a simple example.

- **Inputs and Outputs:** In the representations, input symbols are postfixed by $?$, and output symbols are postfixed by $!$. Some variables are neither inputs nor outputs of the element. They are called *internal symbols*, and denoted without any postfix.

- **Transitions:** A transition from low voltage to high voltage is denoted by "$\uparrow\$". A falling transition is denoted by "$\downarrow\$".
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• Prefix operator: "pref" stands for prefix-closure. A set of string, \( S_1 S_2 \cdots S_n \), is prefix-closed if its initial parts, \( S_1 S_2 \cdots S_i \) for \( i < n \), is allowed.

• Sequential transitions: If transition \( a \) happens after transition \( b \), it is shown by ";". This is called the concatenation operation. This operation is associative.

• Parallel transitions: The parallel execution of two transitions, \( a \) and \( b \), is denoted by "||". This is called the weaving operation, and it can be considered as the conjunction of two trace structures, i.e. a function that is in accordance with both functions.

• Selection: The selection command consists of a number of subcommands (i.e., a collection of transitions) and is denoted by the symbol "|". It is sometimes called as union operation. Only one subcommand in a union operation is executed. The other subcommands are suspended until the running command is completed.

• Repetition: "*[ ]" stands for repetition (of the enclosed). The repetition command also consists of a number of subcommands. This command shows that any repetition of the specified behavior can occur. Zero repetition corresponds to the initial state.

As an example, consider the following composed command:

\[
\text{pref } * ([a?; b!])
\]

This is the WIRE specification. First, a transition, rising or falling, happens on the input \( a \) of this component. Then, the output \( b \) sends a transition. The
repetition (⋆) and the prefix-closure (pref) of this behavior allows the following sequences of transitions: \( \varepsilon \) (empty set), a, ab, aba, abab, etc.

**Petri Nets:**

A Petri net is composed of *places*, represented by circles, *transitions*, represented by bars, and *arcs*, represented by arrows directed from places to transitions or from transitions to places. A transition in a Petri net corresponds to an event, and *firing* the transition corresponds to the occurrence of the event. A transition is enabled if all of its input places contain a token. To fire a transition, tokens are moved from each of its input places to each of its output places. Initial states are shown by assigning tokens to places on the Petri net.

### 2.4.1 Basic Asynchronous Element: An Example

To give an example of how an asynchronous module is specified in terms of commands, trace structures [52], and Petri nets, we describe the function JOIN in this Section.

The JOIN component produces an output transition only after both of its inputs have a transition. Whenever both inputs are "0" or "1", the output will also have the same logic value. If the inputs have different states (mismatch), the output will retain its previous state. Figure 2.8 shows the command, Petri net, and schematic of JOIN.

A JOIN operated in a more liberal environment is a C-element. The specification of the C-element is given in the graph of Figure 2.9. The nodes of the graph denote the external states of the C-element. Thus, each node is labeled with a triple \( ab \cdot c \) of binary values, the first two of which are the input values and the third is the output value. The centered dot \( \cdot \) is used for convenience to separate the input and
output parts of the state. A directed edge indicates a transition from one state to another. An edge with two arrowheads is a shorthand for two edges, one in each direction.

The C-element behaves as follows: When the two inputs agree, the output has the common input value. Otherwise, the C-element remembers its previous state.
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The specification of Figure 2.9 defines the behavior not only of the C-element but also of its environment. For example, consider state 00·0; this state is stable. Here, the environment is allowed to change input \( a \), or input \( b \), or both. If only one input is changed, the new state is still stable. The environment is then allowed to "withdraw" the input and return to the initial state. Once both inputs change, however, the environment must wait for the C-element to respond by changing \( c \). Thus, the C-element is operated in the input/output mode [29]. Once \( c \) changes, the environment is again permitted to change \( a \), or \( b \), or both, etc.

2.4.2 Micropipelines

This section describes an efficient implementation of asynchronous pipelines modules developed by Sutherland. [174]. This approach can lead to very efficient and fast implementation of arithmetic units.

Figure 2.10 shows a micropipeline. Consider that all latches are empty, and all wires, except the inverter outputs, are 0. While the environment puts data on the interface, a transition from 0 to 1 occurs at \( R_{in} \), passing through all C-elements in series, and emerging on \( R_{out} \) as follows. First, the input data is captured by the first latch as soon as a rising transition happens on \( C \) (capture) input. After an appropriate delay to latch the data safely, a rising transition on \( C_d \) is observed, followed by a rising transition on \( C \) of the next latch. Assuming the initial state, the empty data on the input of the second register is taken, showing a rising transition on \( C_d \) of the second register, or \( P_d \) of the previous register. This means passing the data latched from the input of the first register to its output. Then, nothing will happen to the first register while transitions can travel on \( C_i, C_{di}, P_i, P_{di} \) to \( R_{out} \). Note that the \( C_d \) signal produced by stage \( i \) plays the role of \( \text{ack} \) for stage \( i - 1 \).
and of $\text{Req}$ (after an appropriate delay) for stage $i + 1$. The input data of each register (empty or not) is first latched, then passed to its output, processed by the combinational logic, and is ready at the input of the next stage register. In fact, the data moves one block forward. Note also that the data latched is not allowed to pass from the input of the first register to its output until a transition occurs on $P$. As mentioned earlier, $C_d$ and $P_d$ are copies of the control signals $C$ and $P$, delayed so that the register completes its response to the control signal transitions.

![Control and computational parts in Micropipeline structure.](image)

The next transition on $R_{in}$ is from 1 to 0 which passes through the first two C-elements, but not through the third one. This allows one more data to advance ahead in the micropipeline. Consider an instant when the micropipeline is filled with data. The output side of the micropipeline will not be ready to accept new processed data unless it raises $A_{out}$. Until then, the micropipeline will not accept any more data. When a transition on $A_{out}$ appears, a space in the micropipeline is freed, and a transition on $A_{in}$ is generated.
CHAPTER 2. DESIGN OVERVIEW

The data stored in a micropipeline is processed through the logic blocks between register stages, which are usually assumed to be combinational. Since these blocks slow down the data moving through them, the accompanying control transition must also be delayed, here shown as $D$. This delay on the control path must be adjusted to allow the combinational logic outputs to settle and the latch setup time to be satisfied. Therefore, it must be at least as large as the worst-case delay of the logic block. However, the overall processing in the pipeline occurs at rates closer to the average processing time than the worst-case time of the entire circuit. This can be best understood by looking at the controlling transitions on $C$ or $P$ as they resemble a non-periodical asynchronous clock. The period of such a clock need not be limited by the maximum worst-case delay of the logic blocks. If we ignore the logic blocks and associated delay elements, we have a simple data FIFO (First-In, First-Out) queue.

Micropipelines are based on two ideas. First, transition signaling or two-phase handshaking is used. Such an approach permits much faster operation than the classical four-phase handshaking at the expense of slightly more complex circuitry. Secondly, bundled data communication protocol is used where control signals define the validity of the data signals. Only the control part must be designed with a delay-insensitive signaling protocol coupled with delay matching for data communication.

There are advantages and disadvantages in designing micropipelines. Due to the registers, hazards of logic blocks in the data path do not interfere with the circuit operation and its effects do not propagate any further. This allows the use of any synchronous structures in micropipelines by replacing the latches and the clock with micropipeline latches and control structures. Micropipelines also benefit from some asynchronous design advantages. For example, they are elastic, in that data can be sent to them and received from them at arbitrary times. The disadvantages
are as follows: they do not yet deliver average-case performance for each logic unit, and the delay of the control part must be guaranteed to be larger than the delay in the data part, demanding delay fault testing.

2.5 Chronology

In this section we give a brief survey of classical, speed-independent (SI), delay-insensitive (DI), Self-timed (ST), quasi-delay-insensitive (QDI), and micropipeline asynchronous design methodologies.

Classical Asynchronous Design:

Huffman [85] was the first to develop the traditional way of designing asynchronous circuits using flow tables. Classical asynchronous circuit design as described by Unger [180] generally places restrictions on the allowed input changes, such as the requirement for fundamental-mode operation that only one input can change at a time, and succeeding input changes must be delayed until the circuit is stable. His method did not allow simultaneous input changes. Synchronizer and arbiter circuits cannot, in general, satisfy these restrictions. Later in 1979 [181], Unger studied possible way of easing this restriction. However, concurrent behaviors cannot be described directly in classical asynchronous circuit design.

It appears at first that the realized circuit should behave as specified in the flow table. However, this is true only under ideal conditions: There are no delays in the logic elements or in the wiring, but only in the feedback lines. If this unrealistic assumption is removed, then several kinds of malfunctions such as hazards become possible. Such transient errors can lead to steady-state errors. There are circuits which neither altering the logic circuit nor altering the state assignment eliminates
these malfunctions. The only remedy is to insert adequate delay elements at the
output nodes of some gates.

The state assignment is by no means a simple one. Not only must each row be
assigned a unique code, but the codes must be so interrelated that no transition
involves a non-removable critical race. The difficulties become more evident when
we try to minimize the transition time, the number of state variables, and the com-
plexity of the resulting logic circuit. Besides, the flow table expands exponentially
with the number of input signals. Another problem with FSM synthesis is lack of
modularity.

In 1993, Dill used burst-mode specifications, a class of asynchronous finite-state
machine specifications which allows multiple-input changes [194]. Using asyn-
chronous specification style, Nowick et al. [139, 140] presented an automated design
methodology for locally-clocked, globally asynchronous state machine controllers.
They then described a heuristic technique for state minimization and optimization
to improve implementations and demonstrated the feasibility of their method by
designing a cache controller [141, 142]. Their technique tends to provide hazard-free
logic with multiple-input changes [143].

**Speed-Independent Circuits:**

The concept of SI switching circuits was first studied by D. Muller more than
four decades ago [133, 136]. SI design makes it possible to guarantee correct op-
eration of a circuit at speeds limited only by actual delays present in the physical
devices of the circuit assuming wire delays are zero. A Muller-circuit can generate
a ready signal as soon as it has “digested” the previous input and is ready for a new
input. Muller also introduced the basic component of parallelism, the C-element.
Utilizing C-elements, Muller designed various blocks to implement functions such
as delay, AND, XOR, switch, and memory components.

Dill [50,51] was the first to develop an automatic verifier of speed-independent circuits based on a formalism called *trace theory*.

In 1987, Chu presented a synthesis technique for speed-independent circuits based on a high-level graph model of finite automata called STGs (Signal Transition Graphs) [39], a form of interpreted Petri nets. STGs can represent ordering and concurrency.

**Delay-Insensitive Circuits:**

Clark [40] and Molnar *et al.* [41,135,159] considered *module design* and *system design using modules* as two separate issues. They assumed that the timing behavior of the physical realization of each module is left up to the module designer. They proposed a set of relatively simple, general-purpose delay-insensitive components, called *Macromodules*, from the system level point of view, rather than the circuit level. Working systems can be readily assembled for evaluation and studied from these components without creating any logical problems such as waveform deterioration or power supply interactions. These modules have been successfully used to design input-output devices, registers, and memory units.

Although the concept of DI circuits has existed since the 1960's, it was not formalized until the mid 1980's by Udding [179]. He proved that a set of five conditions are necessary and sufficient for a delay-insensitive specification. Ebergen developed theorems for designing and decomposing a component into delay-insensitive elements and showed that by interconnecting a small set of primitive components delay-insensitive operation for a large class of behaviors can be achieved [52]. In his approach, the behaviors of components are specified by programs written in a notation based on trace theory.
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Self-Timed Circuits:

The term Self-timed circuit was first used by Seitz [165]. By pointing out the problems of system timing, Seitz mentioned that all system events should occur in proper sequence in a self-timed circuit, but nothing ever has to occur at a particular time. A self-timed system is a legal interconnection of elements which may have an internal clock and some delays to perform computations on their input signals. Modules in a self-timed system, however, communicate asynchronously; i.e., signal events at their inputs are regarded as request signals and signal events at their output are completion signals, and each element is allowed to impose an arbitrary delay between the occurrence of input and output signal events. He then noted that a self-timed circuit can use either equipotential (what we call speed-independent today) or delay-insensitive self-timed signaling conventions. The design of self-timed systems was further studied in [105, 176, 193]. Self-checking circuits were also studied by Varshavsky [182] and more recently by Beerel and Meng [15, 16]. The former have presented a formal proof that DI and SI are self-timed circuits. Meng incorporated high-level specifications using STGs to automate the design of asynchronous self-timed circuits [127, 128].

Quasi-Delay-Insensitive Circuits:

Martin [32, 118, 122, 123] proposed a novel design approach for compiling QDI circuits from CSP-like specifications. In this approach, modules are specified as sequential processes which can be refined into more detailed descriptions. In the final step, these descriptions are replaced with hardware templates which implement the actions of the circuit. Many circuits, including a complete asynchronous microprocessor, were actually implemented using Martin's approach. He also pointed out some of the limitations to the delay-insensitivity of asynchronous circuits [119].
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Compiler-based styles have also been successfully used for certain applications such as pipeline controllers by Philips researchers [28].

**Micropipelines:**

Special types of modern asynchronous circuits called *micropipelines* were discussed by Sutherland [174]. Micropipelines are simple, elastic, event-driven pipeline structures which consist of a control circuit and a data path structure that may or may not have internal data processing. The communication protocol used in micropipelines is known as the two-phase bundled data convention. Sutherland gave examples of simple micropipelines like a FIFO queue circuit and more complicated ones such as a multiplier, binary to one-out-of-N decoder, and memory controller chips.

Furber *et al.* adopted the micropipeline approach in October 1990, and completed an asynchronous ARM processor within the AMULET project [69, 70]. Although their design did not outperform its clocked counterpart, its performance, area, and power dissipation were within a factor of two compared to the synchronous ARM. This is encouraging, though, if one considers the modularity a designer can achieve by asynchronous logic architecture. Work is still being continued to enhance the design. It is not yet clear whether such techniques will be cost-effective.

Finally, Sproull *et al.* [171] have advanced micropipeline architecture to counterflow pipeline processor architecture which uses a bi-directional pipeline in which instructions and results flow in opposite directions as they pass each other. Although this work is still in its early stages of development and some limitations are not fully understood, it promises several advantages. The structure has a fast communication since pipeline stages communicate primarily with their nearest neighbors. Since each pipeline stage can be designed separately for a different purpose, the
design structure is highly modular. The processor design procedure is simpler due to local control over each item in the counterflow pipeline.
Chapter 3

Testing Overview

The rapid advance of integrated circuit technology has made possible the fabrication of ICs containing literally millions of devices. However, it is not sufficient just to design and manufacture integrated circuits; semiconductor manufacturers and users must also verify that the circuits work as intended. Semiconductor manufacturing processes are so complex that this verification cannot be done on a sampling basis; rather, each VLSI circuit must be individually tested [63]. In this environment, testing costs are now a significant portion of the costs of fabricating ICs. To justify this extra cost, one must keep in mind that a significant portion of manufactured integrated circuits are faulty due to manufacturing defects. Even a well-fabricated IC may get damaged while in service, so testing is essential through all phases of fabrication, assembly, and service as a means of achieving high reliability.

The well-known "rule-of-10" [1] states that detecting and repairing a fault at the printed-circuit board level is ten times more expensive than detecting the fault in the supply of chips before assembly, and detecting and repairing a fault at the system level is ten times more expensive than detecting the fault in the supply of
boards. Once a system is in service with a customer, this cost increases ten-fold again with respect to detecting faults before shipment of the new system. It is therefore clear that the costs are minimized by early detection of the faulty ICs. Hence, IC testing is the concern, not only of semiconductor manufacturers, but also of the larger digital systems industry.

The organization of this Chapter is as follows. Section 1 defines the terms used in literature. Section 2 provides proposed fault models, which are used throughout this dissertation. The rest of this chapter gives a brief overview of known testing approaches. These techniques are investigated in two parts. Section 3 provides a survey of test generation algorithms, while Section 4 presents Design-for-testability (DFT) techniques for detecting \( I_{DDQ} \) faults, delay faults, and testing sequential logic circuits.

### 3.1 Defects and Faults

Testing of a system is an experiment in which the system is exercised and its resulting response is analyzed to ascertain whether it behaved correctly [2]. If incorrect behavior is detected, a second goal of a testing experiment may be to diagnose, or locate, the cause of the misbehavior. Diagnosis assumes knowledge of the internal structure of the system under test.

An instance of an incorrect operation of the system being tested (or UUT for \textit{unit under test}) is referred to as an \textit{(observed) error}. The causes of errors and their corresponding examples are summarized in Table 3.1 [2].

The term \textit{"defect"} is applied to any permanent deformation in the structure of fabricated ICs, caused by process-induced disturbances and contaminations [114].
A test can have a major impact on improving the process by detecting these defects.

The last cause of errors, mentioned in Table 3.1, is any physical failure which occurs during the lifetime of a system due to component wear-out and/or environmental factors. For example, aluminum connectors inside an IC package thin out with time and may break because of electron migration or corrosion. Environmental factors, such as temperature, humidity, and vibration accelerate the aging of components.

Fabrication errors, fabrication defects, and physical failures may cause abnormal behavior (or simply malfunction) of the ICs elements. Such abnormalities are called physical faults.

The integrated circuit failure problem can be divided into two categories: those failures that occur during the fabrication process (process yield), and those failures that occur during the device's in-service period (reliability). However, the process yield and reliability of a given process can both be affected by the same nature of failure.

| Design errors: (human errors) | incomplete or inconsistent specifications, violations of design rules, incorrect mapping between different levels of design |
| Fabrication errors: (human errors) | wrong components, incorrect wiring, shorts caused by improper soldering |
| Fabrication defects: (imperfect process) | shorts, opens, improper doping profiles, mask alignment errors, poor encapsulation |
| Physical failures: | component wear-out, environmental factors |

Table 3.1: Causes of observed errors [2].
3.1.1 Types of Testing

Table 3.2 summarizes the most important attributes of the testing methods and the associated terminology [2].

3.2 Fault Modeling

A large number of different physical defects can potentially occur in integrated circuits. In general, physical faults do not allow a direct mathematical treatment of testing and diagnosis. The solution is to deal with logical faults (or simply, faults) which are a convenient representation of the effect of the physical faults on the operation of the system. A fault is detected by observing an error caused by it. The basic assumptions regarding the nature of logical faults are referred to as a fault model. Through a process of abstraction, a fault model maps this relatively large number of defects into a small number of modeled faults. The selection of adequate fault models is crucial in achieving a high capacity of testing since the quality of a test set, and the usefulness of a DFT method are strongly correlated with the quality of the fault model used. In this section, we review the fundamentals of fault modeling for digital circuits.

3.2.1 Types of Faults

Depending on how we approach the fault model, there are logical vs. parametric faults, or single vs. multiple faults.

A defect that causes a change to the logical function of the circuit can be represented by a logical level abstraction known as a logical fault. Similarly, a
<table>
<thead>
<tr>
<th>Criterion</th>
<th>Attribute of testing method</th>
<th>Terminology</th>
</tr>
</thead>
<tbody>
<tr>
<td>When is testing performed?</td>
<td>• Concurrently with the normal system operation</td>
<td>• On-line testing</td>
</tr>
<tr>
<td></td>
<td>• As a separate activity</td>
<td>(Concurrent testing)</td>
</tr>
<tr>
<td>Where is the source of stimuli?</td>
<td>• Within the system itself</td>
<td>• Self-testing</td>
</tr>
<tr>
<td></td>
<td>• Applied by a tester</td>
<td>• External testing</td>
</tr>
<tr>
<td>What is the physical object being tested?</td>
<td>• IC</td>
<td>• Component-level testing</td>
</tr>
<tr>
<td></td>
<td>• Board</td>
<td>• Board-level testing</td>
</tr>
<tr>
<td></td>
<td>• System</td>
<td>• System-level testing</td>
</tr>
<tr>
<td>Which attribute of the object is being tested?</td>
<td>• Logical behavior</td>
<td>• Functional testing</td>
</tr>
<tr>
<td></td>
<td>• Analog qualities of the input/output interface</td>
<td>• Parametric testing</td>
</tr>
<tr>
<td></td>
<td>• Timing specifications</td>
<td>• Dynamic (Delay) testing</td>
</tr>
<tr>
<td>How fast are the stimuli applied?</td>
<td>• Much slower than the normal operation speed</td>
<td>• DC (static) testing</td>
</tr>
<tr>
<td></td>
<td>• At the normal operation speed</td>
<td>• AC testing</td>
</tr>
<tr>
<td>What are the observed results?</td>
<td>• The entire output pattern</td>
<td>N/A</td>
</tr>
<tr>
<td></td>
<td>• Some functions of the output pattern</td>
<td>• Compact testing</td>
</tr>
<tr>
<td>What lines are accessible for testing?</td>
<td>• Only the I/O lines</td>
<td>• Edge-pin testing</td>
</tr>
<tr>
<td></td>
<td>• I/O and internal lines</td>
<td>• Guided-probe testing</td>
</tr>
<tr>
<td></td>
<td>• I/O and internal lines</td>
<td>• Bed-of-nails testing</td>
</tr>
<tr>
<td></td>
<td>• Electron-beam testing</td>
<td>• In-Circuit testing</td>
</tr>
<tr>
<td>Who checks the results?</td>
<td>• The system itself</td>
<td>• Self-testing</td>
</tr>
<tr>
<td></td>
<td>• An external device (tester)</td>
<td>• External testing</td>
</tr>
</tbody>
</table>

Table 3.2: Types of testing [2].
defect that causes a change in a continuous parameter (e.g., delay, voltage levels) of the circuit can be represented by an abstraction called a parametric fault [62].

**Logical Faults:**

The most common logical fault model used in digital circuit testing is the stuck-at fault model, originally proposed by Eldred in 1959 [56]. This model assumes that failures are manifested by fixed logical values at certain nodes, i.e., each circuit node may have one of the two possible faults: permanently stuck at logic value “1” (SA1) fault, or permanently stuck at logic value “0” (SA0) fault.

1. **The Single Fault Model:** It is usually assumed that only a single fault is present in the circuit at any time. This is done to avoid the complexity of considering the multiple fault case.

2. **The Multiple Fault Model:** In the multiple stuck-at (MSA) fault model, it is assumed that two or more stuck-at faults may exist at the same time. A circuit with \( n \) lines can potentially contain \( 3^n - 2n - 1 \) distinct \(^1\) multiple stuck-at faults.

**Parametric Faults:**

Physical defects in integrated circuits can sometimes degrade circuit performance without altering the logic functionality. These faults can be detected by parametric or dynamic testings (cf. Table 3.2). The following parametric faults are addressed in this dissertation.

\(^1\)Each line can be either stuck-at zero, stuck-at one, or fault-free, so there will be \( 3^n \) different cases. \( 2n \) of them, however, correspond to single stuck-at faults and one case corresponds to fault-free circuit; therefore the remainder will be \( 3^n - 2n - 1 \).
1. \textbf{I}_{DDQ} \textbf{Fault:}: A low-impedance path between \( V_{DD} \) and \( GND \) happens when two nodes of the circuit are shorted, leading to an excessive leakage current. Such a fault, which increases quiescent power supply current, is called \( I_{DDQ} \) fault.

2. \textbf{Delay Fault:}: A delay fault causes the propagation delay of the circuit to be longer than the specified limit. Delay faults are modeled as either the \textit{gate delay model} [112] or the \textit{path delay model} [169]. The former assumes that the delay faults are lumped at a \textit{faulty gate}, while the latter models isolated failures as well as distributed failures.

\subsection*{3.2.2 Levels of Faults}

Fault models can be classified according to the level of the circuit representation to which they are applied. Classes of fault models in increasing levels of abstraction are [33]:

- \textbf{Transistor Level:}: These models assume that individual transistors in the circuit are permanently fixed in either a stuck-open (\textit{off}) or a stuck-closed (\textit{on}) state.

- \textbf{Gate Level:}: Faults are considered at the input or output nodes of each component.

At the expense of the test generation, lower levels of abstraction represent the fault more precisely, because they are closer to the physical failures.
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3.2.3 Fault Models

At a time when digital circuits were constructed from discrete components, the stuck-at fault model seemed adequate for fault modeling because actual failures often behaved in this manner. With the rapid growth of IC industry, VLSI circuits have replaced discrete devices. Furthermore, the technology has evolved from bipolar to MOS, and from multi-micron to sub-micron line-widths. The imbalance of these two trends has caused researchers to question the adequacy of stuck-at fault model for fault modeling [20, 61, 168]. The following fault models have been used in this dissertation.

- Line stuck-open fault:

A stuck-open fault is said to occur when a circuit node becomes floating, and exhibits a high impedance, so that the signal value at the node becomes dependent on its previous value, see Figure 3.1. Open-circuits are modeled as a large resistor inserted between the affected node and the node to which it would normally have been connected.

![Diagrams](image)

Figure 3.1: Two possible open defects in a CMOS NOR gate.
• Line stuck-at 0/1 fault:

There are different line stuck-at models. Figure 3.2 shows four possibilities. Consider a fault-free line originating from source and sinking into destination. Stuck-at models assume that the line is connected to \( V_{DD} \) (GND) somewhere in the middle in the event of stuck-at 1 (0). However, they differ as to whether a discontinuity occurs. If the wire is not broken between source and destination, its behavior exhibits two different faults. There is a set of inputs
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Figure 3.2: Line stuck-at faults: (a) Fault-free line, (b) and (d) stuck-at 1 fault models, (c) and (e) stuck-at 0 fault models.

which forces the source node to its opposite value at which it is stuck. This usually shows itself as an \( I_{DDQ} \) fault. On the other hand, if the stuck-at fault is detectable, it is likely that there exists a test vector by which the fault behaves as a logical fault. Therefore, the probability of detecting such faults is doubled if one employs the \( I_{DDQ} \) testing technique as well as logical testing techniques. It is wise to choose the fault model in which there exists a short
between the wire to either \( V_{DD} \) or \( GND \), and stuck-open fault, see Figure 3.2. In the case of a complex circuit in which making a decision as to what model should be used becomes difficult, one may simply adopt the former.

- **Transistor stuck-on:**

  A transistor stuck-on is a transistor that is always in the conducting mode. The (drain, source)/(emitter, collector) nodes of stuck-on MOS/Bipolar transistors are connected through a small resistor at the time of simulation. Study [2, 55, 67, 92, 99, 154] shows that transistor stuck-on usually leads to an excessive leakage current between \( V_{DD} \) and \( GND \) for some combination of input logic values. Therefore, they may be detectable using \( I_{DDQ} \) fault testing.

- **Transistor stuck-open:**

  A stuck-open transistor acts as if one of its terminals is stuck-open. The open-circuit in the gate of an MOS transistor is treated as a floating point, and for simulation, the gate terminal is tied to the corresponding bulk terminal. Study shows that a delay fault or a logical fault will usually occur at the presence of transistor stuck-open.

A transistor which is stuck-on or stuck-open behaves as if its gate is stuck-at 0/1 in many cases. For example, a PMOS stuck-open acts as if its gate is stuck-at 1. Figure 3.3 shows stuck-at 1 (0), stuck-on, and stuck-open transistors for conventional CMOS NAND gate.
Figure 3.3: Transistor stuck-at faults: (a) Fault-free NAND gate, (b) Faulty NAND gate with line stuck-at 1 (0), (c) $N_2$ stuck-open (delay fault), (d) $N_2$ stuck-on ($I_{DDQ}$ fault).
The values of the resistors, modeling shorts and opens, should be varied in a wide range to accommodate the effects of short and open defects of variable strengths. Due to the difficulty of this approach, most researchers [2, 55, 67, 92, 99, 154] have assumed fixed values for shorts and opens (e.g., less than 10Ω for shorts, and more than 10MΩ for opens).

Fault characterization for the conventional family has been reported in the literature [106, 110, 160, 163, 172]. According to these fault models, physical defects in conventional BiCMOS logic gates manifest themselves as one or more of the following categories of logical and/or performance degradation faults:

1. Output is stuck-at 1 (SA1), or is stuck-at 0 (SA0).
2. Output is stuck-open (i.e., the output is floating and presents a high impedance).
3. Output follows some of the inputs, but not all.
4. Output has a soft \(^2\) logic 1 or a soft logic 0.
5. Output is logically indeterminate (at intermediate level).
6. Abnormal increase in quiescent power supply current (\(I_{DDQ}\)).
7. Output is slow to rise (\(STR\)) or is slow to fall (\(STF\)).

Table 3.3 [163] shows the results of simulating physical defects in a conventional BiCMOS two-input NAND gate (Figure 2.2).

To make it easier to locate each fault in the circuit, we use the following notation: If a fault is caused by a short between two nodes, we refer to it by the first letter of each node, followed by the name of the transistor; e.g. a fault caused by a short

\(^2\)A soft logic level is a degraded, yet logically valid, voltage level.
Table 3.3: Fault characterization of the conventional BiCMOS NAND gate shown in Figure 2.2 [163].

between the base and emitter nodes of $Q_2$ will be referred to as $beQ_2$, while a short between the drain and source of $N_5$ will be called $dsN_5$. A fault caused by an open in a node will be referred to by the first letter of that node, followed by the name of the transistor; e.g. an open in the collector of $Q_1$ is called $cQ_1$, while one in the gate of $N_4$ is $gN_4$. 

<table>
<thead>
<tr>
<th>Fault Characterization</th>
<th>Simulated Physical Defect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal logic operation</td>
<td>Fault-free case, $gsN_3$, $dsN_3$, $gN_3 = dN_3 = sN_3$, $dgN_4$, $dsN_4$, $gN_4 = dN_4 = sN_4$, $gsN_5$, $dN_5$, $dsN_7 = beQ_2$, $gN_7 = dN_7 = sN_7$, $beQ_1$, $cQ_1$, $cQ_2$</td>
</tr>
<tr>
<td>Output SA1 or input SA0</td>
<td>$dsP_1 = dsP_2$, $gsN_4$, $cbQ_1$, $ceQ_1$</td>
</tr>
<tr>
<td>Output SA0</td>
<td>$dgN_7$, $cbQ_2$, $ceQ_2$</td>
</tr>
<tr>
<td>Output stuck open</td>
<td>$gP_1 = dP_1 = sP_1$, $gP_2 = dP_2 = sP_2$, $gN_5 = dN_5 = sN_5$, $gN_6 = dN_6 = sN_6$, $gsN_7$, $bQ_1 = eQ_1$, $bQ_2 = eQ_2$</td>
</tr>
<tr>
<td>Output at intermediate level</td>
<td>$dsN_5$, $dgN_6$, $gsN_6$, $dsN_6$</td>
</tr>
<tr>
<td>Output follows one of the inputs</td>
<td>$dgP_1 = dgN_3$, $dgP_2$, $dgN_5$</td>
</tr>
<tr>
<td>Output has a soft logic level</td>
<td>$gN_3$, $dsN_3$, $dgN_4$, $dsN_4$</td>
</tr>
<tr>
<td>Output is slow to rise/fall</td>
<td>$gN_3 = dN_3 = sN_3$, $gN_4 = dN_4 = sN_4$, $dsN_7 = beQ_2$, $gN_7 = dN_7 = sN_7$, $beQ_1$, $cQ_1$, $cQ_2$</td>
</tr>
<tr>
<td>An increase in $I_{DDQ}$ for certain test vectors</td>
<td>$dgP_1 = dgN_3$, $gsP_1$, $dsP_1 = dsP_2$, $dgP_2$, $gsP_2$, $gsN_3$, $dsN_3$, $dgN_4$, $gsN_4$, $dsN_4$, $dgN_5$, $gsN_5$, $dsN_5$, $dgN_6$, $gsN_6$, $dsN_6$, $dgN_7$, $gsN_7$, $cbQ_1$, $ceQ_1$, $cbQ_2$, $ceQ_2$</td>
</tr>
</tbody>
</table>
The results of this simulation and other reports [59, 106, 110, 160, 172] suggest:

- Stuck-at fault test sets are not sufficient for testing BiCMOS circuits.

- Most open defects manifest themselves as either stuck-open or delay fault.

- Many physical failures will not affect the logical behavior of the gate. Therefore, functional testing alone will not be sufficient, because the inherent redundancy of BiCMOS circuits can mask the effect of some of the faults on the functional behavior of the circuit. Such faults, however, are manifested as performance degradation (delay, voltage degradation, or $I_{DDQ}$) faults.

- Short defects are usually accompanied by much higher currents than in the CMOS case. These defects can be detected by a technique based on observing leakage currents.

So, to achieve a high level of defect coverage, BiCMOS circuits should be tested for stuck-at, stuck-open, delay, and $I_{DDQ}$ faults.

3.3 Test Generation Algorithm

The problem of fault test generation can be formulated as follows [71]. Given a description of the circuit and a list of faults, one must derive a sequence of input vectors, as short as possible, enabling the detection of some of the listed faults in the circuit. Finding a sequence of input vectors is an $NP$-complete problem. This Section explains fault simulation, demonstrates the D-algorithm using an example, discusses $NP$-completeness, and gives an overview of test generation algorithms.
for asynchronous circuits. The latter includes discussion on initialization, testing self-timed circuits, and illustration of a test generation algorithm inspired by Hazewindus [82].

3.3.1 Fault Simulation

Fault simulation consists of simulating a circuit in the presence of faults. Comparing the simulation results with those of the fault-free simulation of the same circuit simulated with the same applied test $T$, we can determine the faults detected by $T$.

One use of fault simulation is to evaluate (grade) a test $T$. Usually the grade of $T$ is given by its fault coverage, which is the ratio of the number of faults detected by $T$ to the total number of simulated faults [2]. This figure is directly relevant only to the faults processed by the simulator; hence, a test with 100% fault coverage may still fail to detect faults outside the considered fault model. Defect coverage is the probability that $T$ detects any physical fault in the circuit.

The D-algorithm [161] was introduced in 1967. Subsequently, more efficient test generation algorithms such as 9-V algorithm [35], PODEM [75], and FAN [65] were developed. The D-algorithm is explained next for the following reasons. First, only the D-algorithm was utilized by Hazewindus [82] in his test generation algorithm for asynchronous circuits. Second, it presents common concepts to the class of deterministic test generation algorithms. These concepts are explained in this Section as forward and backward operations. These test generation algorithms produce test vectors by processing a model of the circuit. Third, it also represents a class of test generation algorithms which use a fault-oriented process: i.e., tests are generated for specified faults, namely, single stuck-at faults.
Let us simulate the circuit of Figure 3.4 for the test \( t=1001 \), both with and without the fault " \( G_2 \) SA1" present. The values of the signals are shown in the figure. The results that are different in the two cases have the form \( v/v_f \), where \( v \) and \( v_f \) are corresponding signal values in the fault-free and in the faulty circuits, respectively. The fault is detected since the output values in the two cases are different. Test vector \( t \) that detects fault \( f \) excites \( f \), i.e., generates an error by creating different \( v \) and \( v_f \) values at the site of the fault \( (G_2) \). Then, vector \( t \) propagates the error to a primary output \( (Z) \), i.e., makes all the lines along at least one path between the fault site and \( Z \) have different \( v \) and \( v_f \) values. In Figure 3.4 the error propagates along the path \( (G_2, G_4, G_5) \). Line \( G_2 \) is said to be sensitized to the fault \( f \) by the test \( t \). The path \( (G_2, G_4, G_5) \) composed of sensitized lines is called a sensitized path.

Test generation consists of two basic steps. First, a logical fault must be excited to its opposite logic value by applying primary inputs in the fault-free circuit. Second, the fault site must be made observable by at least one circuit output. Definitions for detectability, controllability, and observability are given below [33]:
Definition 3.1 The detectability of a fault is the fraction of all possible input vectors which detect the fault.

For an undetectable fault \( f \), no test exists that can simultaneously excite \( f \) and create a sensitized path to a primary output.

Definition 3.2 The controllability of a fault is the fraction of all possible input vectors which create a difference in the good circuit value and the faulty circuit value at the fault site.

Definition 3.3 The observability of a fault is the fraction of all possible input vectors which sensitize the fault site to at least one observable circuit output.

3.3.2 \( \mathcal{NP} \)-Completeness

The class of problems solvable in polynomial time is usually denoted by \( \mathcal{P} \). The letter \( \mathcal{NP} \) stands for “non-deterministic polynomial-time” [9, 72]. In particular, \( \mathcal{NP} \) does not mean “non polynomial time”. The class of \( \mathcal{NP} \) includes most combinatorial optimization problems, including all problems that are in \( \mathcal{P} \). Checking the correctness of the answer in polynomial time means checking it in time bounded by a polynomial in the original input.

Within the class \( \mathcal{NP} \) there are “\( \mathcal{NP} \)-Complete” problems. These are by definition the hardest problems in the class \( \mathcal{NP} \). This implies that if one \( \mathcal{NP} \)-complete problem can be proved to be solvable in polynomial time, then every \( \mathcal{NP} \)-complete problem can be solved in polynomial time.

The theory of \( \mathcal{NP} \)-completeness does not provide a method for obtaining polynomial-time algorithms for \( \mathcal{NP} \)-complete problems. Neither does it say that algorithms
of this complexity do not exist. A problem that is \( \mathcal{NP} \)-complete has the property that it can be solved in polynomial time if all other \( \mathcal{NP} \)-complete problems can also be solved in polynomial time. (It has not been proved or disproved that \( \mathcal{NP} \)-completeness implies exponential complexity. Hence, a polynomial time solution to an \( \mathcal{NP} \)-complete problem has not been found. Consequently, if such a problem is attacked with a method of less-than-exponential complexity, it is extremely likely that some penalty will be paid. For example, some irredundant faults are not detected.)

Surprisingly, there are a great many prominent combinatorial optimization problems that are \( \mathcal{NP} \)-complete, like the traveling salesman problem. One generally distinguishes between the polynomially solvable problems and the \( \mathcal{NP} \)-complete problems. For almost every combinatorial optimization problem one has been able either to prove that it is solvable in polynomial time, or that it is \( \mathcal{NP} \)-complete.

Test generation is a complex problem with many interacting aspects. The most important are:

- the cost of test generation;
- the quality of the general test;
- the cost of applying the test.

It is well known that the fault detection problem is \( \mathcal{NP} \)-complete [66, 67, 88, 90, 93, 157]. Ibarra and Sahni [88] have shown that the problem of generating tests to detect single stuck-at faults in a combinational circuit modeled at the gate level is an \( \mathcal{NP} \)-complete problem. The complexity of this problem depends on the topology of the network. Moreover, if the circuit is sequential, the problem can become even
more difficult depending on how many state-holding components (such as Flip-Flops) are used.

There are two possible solutions for test generation problems, namely heuristic algorithms and branch-and-bound methods. Branch-and-bound is a general scheme that requires two main decisions: How to branch and how to bound. The following items describe a branch-and-bound algorithm.

- The algorithm finds optimal solutions theoretically.
- Because of backtrack operations in such algorithms, they are prohibitive due to execution time.
- It is possible to improve execution time using the upper-bound on objective function(s).
- Branch-and-bound algorithms are advised for small size samples.

The search for a solution involves a decision tree. A decision node denotes a problem that the algorithm is attempting to solve. A branch leaving a decision node corresponds to a decision, i.e., trying one of the available alternative ways to solve the problem. However, a decision may have been selected which leads to an inconsistency or it encounters a state that precludes further error propagation. Such terminal node is called failure. A success terminal node represents finding a test. An important property of this algorithm is that it is exhaustive, that is, it is guaranteed to find a solution (test) if one exists because it enumerates all possible solutions. Thus, if the algorithm fails to generate a test for a specified fault, then the fault is undetectable. Because of the exhaustive nature of the search process, the worst-case complexity of such algorithms is exponential: i.e., the number of operations performed is an exponential function of the number of gates in the circuit.
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This happens when many attempts have failed and the test vector is found after much searching is done. The best-case behavior occurs when the result is obtained without backtracking. Then the number of operations is a linear function of the number of gates. From analyzing the worst-case and the best-case behaviors of an algorithm we conclude that the key factor in controlling the complexity of a test generation algorithm is to minimize the number of incorrect decisions. Heuristic algorithms have been devised to attempt such an approach.

Heuristics are methods which cannot be guaranteed to produce optimal solutions, but which, hopefully, produce nearly-optimal solutions for most practical applications of that specific problem. The following items describe a heuristic algorithm.

- At each step, the next move is selected based on the available information.
- A test is performed after each selection. This test is performed using an objective function.
- Such an algorithm does not carry a thorough search of the solution space.
- The effectiveness of heuristic algorithms is based on the selection rules.

Selection criteria are helpful in speeding up the search process. These selection criteria are based on the following principles:

- Among different unsolved problems, first attack the most difficult one.

- Among different solutions of a problem, first try the easiest one.

Selection criteria differ mainly by the cost functions they use to measure "difficulty." Typically, cost functions are of two types:
• controllability measures, which indicates the relative difficulty of setting a line to a value;

• observability measures, which indicates the relative difficulty of propagating an error from a line to a primary output.

The saving realized by using cost functions should be greater than the effort required to compute them. In general, cost functions are computed by a preprocessing step and are not modified during test generation process.

Any cost function should show that primary inputs are the easiest to control and the difficulty of controlling a line should increase with its distance from the primary inputs. Similarly, primary outputs are the easiest to observe and the difficulty of observing a line should increase with its distance from the primary outputs.

Branch-and-Bound techniques provide high quality sequences of test vectors, but the run time makes its use prohibitive for some applications. On the other hand, heuristic algorithms provide results in a run time proportional to the size of the circuit to the power of \( N \), \( (1 \leq N \leq 4) \). However, the results obtained may be nearly-optimal.


Applying a sequence of test vectors is not an \( \mathcal{NP} \)-complete problem. However, the test time has direct relationship with the size of the test set.
3.3.3 Initialization

Both fault-free and faulty sequential circuits may start in an arbitrary state during the powering up and testing of circuits. Initialization is the process of driving the state signals in the circuit to known states.

Testing of sequential circuits is usually divided into two distinct phases. In the first phase we apply an initialization sequence such that the fault-free and faulty-circuits are brought to known states. If the faulty circuit fails to be initialized then a fault is already detected. The output of the circuit is not important and can be ignored until the initialization phase is completed. In the second phase we apply a test sequence to both faulty and fault-free circuits and observe the primary outputs. If the responses are different then the presence of a fault in the faulty circuit is detected. The second phase of testing is based on the assumption that the first phase for initializing the circuit is successfully completed.

For many designs initialization can most easily be achieved by providing explicit asynchronous preset (PR) or clear (CLR) inputs to a flip-flop (FF). This needs one extra primary input and some additional logic. This method, although inherently asynchronous, is applicable only to circuits which use state-holding elements such as FF's. If the resetting process is performed at the same time as powering up, a race may occur and the flip-flops may go to either 0 or 1 state unpredictably [2,25]. For this reason, additional hardware is used to properly delay the resetting process. Also, if the circuitry associated with the initialization of a circuit fails, test results are usually unpredictable, and the possible failures are hard to diagnose.

Several algorithms, such as the D-algorithm, have been adapted to find the initialization sequence. Unfortunately, there are designs for which no initialization
sequence exists. Such circuits\(^3\) are sometimes tested by employing a homing sequence, i.e., a sequence such that the state of the circuit is deduced by observing the output and comparing it with the input sequence, which is not an easy method to use in general cases. Finding the initialization sequence is not always practical since the initialization sequence can itself be lengthy. In addition, a large amount of computation may be needed to discover such a sequence.

Chakradhar \textit{et al.} [36] have shown that automatic synthesis of asynchronous circuits may result in a non-initializable realization of the circuit since they intend to minimize a logic or hazard-free implementation. They have illustrated a method which involves re-designing a given flow table if some "don't cares" are available. They have presented an implicit enumeration technique to search the entire space and to selectively assign "don't cares" to obtain an initializable implementation. The method works as follows. First, Karnaugh maps representing the next-state functions of the non-input signals are derived from signal transition graphs (STGs). Their algorithm, then, begins by marking all primary inputs and all non-input signals as unknown. An initialization tree is constructed as follows. At the top level, this tree has as many nodes as the non-input signals. A node corresponds to a partial assignment of primary inputs and "don't cares" on the non-input signals. A node has as many branches as initialization vectors based on the present node assignment and currently non-initialized non-input signals. If a particular partial assignment of primary inputs and "don't cares" is unable to initialize the non-input signal at the node under consideration, then the node is marked as a failure node, the search after that node is terminated, and the partial assignment is discarded. The process may also lead to a node where all non-input signals are initialized.

\(^3\)Ring counters and T flip-flops are simple examples of this type of circuits. Note that a ring counter goes through a periodic state sequence.
Such a node is marked as a *success* node and every path from the top level node to such node corresponds to an initialization vector.

### 3.3.4 Testing Classical Asynchronous Circuits

One way to generate test vectors for classical asynchronous sequential circuits is to conceptually (i.e., not physically) transform the sequential circuit into a combinational circuit and then to apply combinational circuit test generation algorithm [87]. In this transformation, all state-holding elements are considered as combinational gates with an extra input ($Q_{in}$), representing the present state, and an extra output ($Q_{out}$), representing the next state of the element. Then, the sequential circuit is transformed into a combinational one by making several copies of the circuit called *time frames*, connecting the next state-holding element in one time frame to the present state input of the same element in the succeeding time frame, forming an *iterative array*. We can then apply any test generation algorithm for combinational circuits to the iterative array to generate a test vector for the sequential circuit.

The number of time frames that are necessary to detect a given fault determines the number of test vectors needed to test for the fault. The major problem for this test generation approach is that the number of time frames necessary in the worst case grows exponentially when the number of state-holding elements increases.

### 3.3.5 Self-Checking circuits

Self-timed circuits are *self-checking circuits* [17, 42, 87, 182] or *self-diagnostic* [15, 44], and are easier to test. They promise several advantages over other circuits, including on-line testing. In particular, some stuck-at faults are detectable because the circuit simply halts at the presence of such a fault. The fundamental idea behind
self-checking asynchronous circuits is that if a node performs both positive and negative transitions, any static stuck-at fault will inhibit one of these transitions. Conceptually, a static stuck-at fault corresponds to a circuit node with an infinite delay. If nodes of a circuit are related in such a way that the transition of one node depends successively on a transition of the previous node, a static stuck-at fault will cause the circuit to halt. In an asynchronous circuit using handshaking, the fault is detected if the expected acknowledge signal does not appear at a finite time after the request has been sent.

3.3.6 Testing Quasi-Delay-Insensitive (QDI) circuits

The gate-level realizations of DI circuits are limited, and their transistor-level realizations, although they are feasible [107], are quite difficult to achieve. SI circuits, on the other hand, are practical if the wire delays are negligible compared to the gate delays. For VLSI purposes where the length of wires is comparable to the size of a gate, SI circuits fail to function properly. Quasi-Delay-Insensitive (QDI) design methodology, however, is the most practical method to date since they have been used to design small components such as D-element [119], medium size circuits such as DCC error corrector by Philips research laboratory, and large circuits such as microprocessors [121,177] successfully. The circuit operates independently of gate and wire delays except for some forks which are assumed to be isochronic\(^4\). Such an assumption is very practical because isochronic forks are easy to implement locally, and the wire length on branches of isochronic forks can be made negligible compared to the length of other wires and the size of gates. Other parametric variations such as threshold voltages of transistors at the end of branches of the isochronic

\(^4\)The isochronic fork assumption states that a transition at the input to a fork arrives at the end of the branches of the fork at the same time or with a delay less than one gate delay.
fords can be unified or controlled [19] so that the difference in arrival times is less than one gate delay.

Recently, Hazewindus [82] has studied QDI circuits. Stuck-at faults in non-redundant QDI circuits will either halt the circuit or cause a premature firing. A transition that is supposed to occur but does not because of a stuck-at fault is inhibited. A fault that causes an inhibited transition will eventually cause the circuit to halt. A premature firing is a signal that changes too early according to the specification. In [82], the conditions for inhibiting (INH) and premature (PRE) firing faults are derived. Then an input sequence is found to satisfy the conditions. Consider an AND gate, with inputs \( a \) and \( b \) and output \( c \), which is specified as follows\(^5\):

\[
a \land b \rightarrow c \uparrow, \\
\neg a \lor \neg b \rightarrow c \downarrow.
\]

Consider the fault \( a \)-stuck-at-1 (or briefly, \( a \)-sal). This fault can inhibit \( c \downarrow \) if \( c \) and \( b \) are high, and \( a \) is low. In this state \( c \) will go down in a fault-free circuit, but will remain high in the presence of the fault. Therefore, the condition to halt the circuit in the presence of \( a \)-sal is:

\[
INH_{a\downarrow} = \neg a \land b \land c.
\]

The same fault can cause a premature firing of \( c \uparrow \) if \( a \) and \( c \) are low, and \( b \) is high. A condition for the premature firing of \( c \) is derived as

\[
PRE_{c\uparrow} = \neg a \land b \land \neg c.
\]

The next step is to determine a test sequence that will put the circuit into a state where the conditions hold, and the effect of the fault must also be propagated to

\(^5\)This notation is called production rules. A production rule consists of a Boolean guard and an assignment: \( \text{guard} \rightarrow \text{assignment} \). When the guard is true the assignment can be performed.
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a primary output. Since these procedures are not always possible, not all faults are testable. Adding extra test points is suggested to ease the observability and testability of such circuits.

3.4 Design-for-Testability

Through-the-pins [147] testing has some difficulties. The memory allocated, the time for generating test patterns, and the cost of equipment for applying them may be immense. One way to reduce the testing time is to design circuits to be easily testable. Several Design-for-testability (DFT) techniques have been proposed in the literature [2, 67, 99, 189].

The design for testability techniques are divided into two categories [190]. The first category is the ad hoc techniques which solve a problem for a given design and are not generally applicable to all designs. The second category is the structured approaches which are generally applicable and involve a set of design rules.

One important ad hoc design for testability is circuit partitioning [10, 80]. It involves augmenting a circuit and effectively dividing it into smaller circuits. This technique is very useful since the task of test pattern generation and fault simulation for single stuck-at faults is polynomially proportional to the number of logic gates\(^6\) [74]. Partitioning reduces the number of required inputs for fault coverage. Thus,

\(^6\)A quick rationale goes as follows: with a linear increase \(k\) in circuit size comes a linear increase in the number of failure mechanisms. (Since each line can be either stuck-at zero or stuck-at one, the number of single stuck-at faults is \(2n\) for a circuit which has \(n\) lines.) This yields \(k\) squared increase in work. Also, as circuits become larger, they tend to become strongly connected such that a given block is affected more by other blocks and even itself. This causes more work to be done in a range, yielding \(k\) cubed. This fairly nebulous concept of connectivity seems to be the cause for debate on whether the exponent should be 3 or some other value. This relationship does
the objective of partitioning techniques is to minimize the required test space at the expense of additional test points. There are a number of ways to implement the partitioning approach. To name a few, mechanical partitioning by dividing a network in half, using jumper wires, and degating. Optimal circuit partitioning is an $\mathcal{NP}$-complete problem. Typically optimization techniques coupled with heuristic algorithms are used unless some design rules are forced to choose the partitioned nodes.

An example of partitioning where some rules are applied is to break any feedback variable, insert a controllability element, and convert sequential circuits into combinational ones, see Figure 3.5. The controllability element in test mode effectively breaks the feedback loop, allowing the circuit to be tested as a combinational circuit. However, the circuit operates as intended while in normal mode of operation.

Another easy ad hoc technique is to add extra test points [80,81] or additional circuit inputs and outputs to be used during testing. If the test point is used as a not take into account the sequential complexity of the network. This rationale is best visualized with the aid of a combinational circuit with only a few fanout points.
primary input, then it can enhance controllability. If it is used as primary output then it enhances the observability of the network. There is always a cost associated with adding test points. For circuit boards, the cost of test points is often well justified. On the other hand, for ICs the cost can be prohibitive because of IC pin limitation.

Built-in self test (BIST) [6,7] is a DFT technique in which (pseudo-random) test pattern generation and output response analysis are both accomplished through built-in (added) hardware features. One such technique was proposed by Hewlett Packard and is known as signature analysis [101]. The output patterns produced by a pseudo-random number generator are applied to the circuit under test. The output data is fed into an n-bit linear feedback shift register (LFSR). Selected taps of the LFSR are fed back to the input via XOR gates. After the data stream has been clocked through, a residue is left in LFSR. This residue is intended to be unique to the data stream and is known as its signature. The fault is detected if the circuit signature is different than that of the fault-free circuit. The problem with signature analysis is explained as follows. An n-stage signature generator can generate $2^n$ signatures. However, many input sequences can map into one signature. In general, if the length of an input sequence is $m$ and the signature generator has $n$ stages, then $2^n$ input sequences map into $2^n$ signatures. In other words, $2^m - n$ input sequences map into each signature. Only one out of $2^m$ possible input sequences is error-free and produces the correct signature. However, any one of the remaining $2^m - n - 1$ sequences may also map into correct signature. This mapping gives rise to aliasing, that is, the signature generated from the faulty output response of a circuit may be identical to the signature obtained from the fault-free response. In other words, the presence of a fault in the circuit is masked.

There are synthesis tools that produce testable designs [18, 46, 48, 91, 99, 156,
158, 167, 187].

The most structured method is the scan-design technique [2, 67] which is presented in Section 3.4.2.

3.4.1 Design-for-Testability of CMOS/BiCMOS Circuits

Several design for testability (DFT) techniques [2, 55, 67, 92, 99, 154] have been developed for bipolar and CMOS technologies to reduce the complexity and cost of testing. In this Section we describe some ad hoc $I_{DDQ}$ DFT techniques and delay fault testing techniques of conventional CMOS/BiCMOS logic circuits, see Figure 2.1.

$I_{DDQ}$ Fault Testing Techniques

The first DFT technique for conventional BiCMOS circuits is proposed in [163]. It is a built-in current sensor (BICS) for detecting excessive $I_{DDQ}$ current. The technique is illustrated in Figure 3.6 for BiCMOS inverters, although it could be employed for any conventional BiCMOS circuit.

BiCMOS gates are modified with the addition of transistor $Q_1$, whose base and emitter nodes are connected to the base and emitter nodes of the pull-down transistor $Q_2$. The collector of $Q_1$ is connected to the multi-emitter transistor $Q_M$. The multi-emitter transistor is the input of a TTL-like NAND gate. For a circuit, consisting of $n$ different BiCMOS gates, a multi-emitter transistor with $n$ emitters will be connected to $n$ different BiCMOS gates, through the added current-mirror like transistors $Q_1$.

$Q_1$ and $Q_2$ carry proportional currents when a fault causes an abnormal current between VDD and GND. This is due to the mirror effect. This current will discharge
the input capacitor of the CMOS inverter and its output will be at logic 1. On the other hand, for fault-free circuit operation, the steady state current that passes in $Q_2$ (and the proportion of it that passes in $Q_t$) is very small and the output of the CMOS inverter will be at logic 0, indicating fault-free operation. Thus, any fault that causes an abnormal current can be detected by checking the output of the added TTL-like NAND gate.

The method explained in this Section is capable of detecting all the defects that increase the leakage current in a pull-up/pull-down (PUPD) BiCMOS circuit, provided that the excessive leakage current is reflected in the output (bipolar) stage. This assumption, however, might not always be true. Defects can exist that establish a path between $V_{DD}$ and $GND$ at intermediate stages of BiCMOS, leading
to an increase in $I_{DDQ}$, without increasing the output stage current. Also, some bridging faults may not be detected by this technique.

Increased DC current is also detected through monitoring the current flowing from $V_{DD}$ to ground. Several design schemes for testing have been proposed [77, 109,154] for CMOS circuits. Figure 3.7 shows the basic concepts of these schemes. Since all the circuits operate on a similar basis, we explain the circuit shown in (a).

![Diagram of CMOS gate with increased DC current](image)

(a)

![Diagram of CMOS gate with increased DC current](image)

(b)

Figure 3.7: $I_{DDQ}$ testable CMOS gates proposed in literature by checking the increased DC current through: (a) $V_{DD}$, (b) Ground.

In this method, the system ground, $V_{gnd}$, is separated from actual ground by an NMOS transistor, $N_1$. The gate of this transistor is controlled by an external input signal. In normal operation, $T_{in}$ is set to logic 1 so that the added components for test purposes do not affect the normal operation of the circuit. Furthermore, $N_1$ is designed such that its on resistance, $(R_{on})$, is much smaller than the off resistor of
the test circuit, realizing a strong short between system ground, $V_{\text{gnd}}$, and actual ground. In test mode $T_{\text{in}}$ is low and $N_1$ is off. Its off resistor is much larger than the resistor introduced by the test circuit at $V_{\text{gnd}}$ and ground. The inputs are applied such that the $I_{DDQ}$ fault is excited. The DC current flowing from $V_{\text{gnd}}$ to actual ground will increase if the circuit is faulty, while it will remain unchanged for the fault-free circuit. Current-Controlled Voltage-Source (CCVS) or the current sensor will translate current to a voltage. As the current changes from virtually zero (almost nanoamperes) to a few microamperes, the voltage at the upper node of CCVS changes from zero to a voltage higher than $V_{\text{ref}}$. This excessive voltage will then be detected by an analog comparator.

The circuit shown in Figure 3.8 works on a similar basis. This technique was proposed by Favalli et al. [58, 59, 104]. This test circuit works the same way as explained above in normal mode of operation. In test mode, $N_i'$ plays the rule of current sensor and the analog comparator at the same time. The drain of the transistor $N_i'$ is connected to $V_{DD}$ by PMOS type resistor. If the circuit is fault-free, there is no excessive stable current, hence, the gate voltage or the system ground is theoretically “0”. When a fault realizing a short path between $V_{DD}$ and system ground exists, the gate of this transistor is charged to a voltage high enough to turn the NMOS transistor on.

A disadvantage of this built-in current sensor is the impact of the test circuit on the operation of the system in test mode. The test circuit introduces an inevitable impedance in the ground path of the IC device. The residual voltage drop between system ground and actual ground would cause the circuit to malfunction even if it is fault-free. The tester introduces substantial parasitic capacitance increasing the time constant at the system ground, and slowing the rate of $I_{DDQ}$ testing.

A circuit idea for solving these problems is introduced in Chapter 4. We will
propose a test circuit which works on-line.

**Delay Fault Testing Techniques**

The simplest form of delay testing is to apply pseudo-random patterns to the circuit under test (CUT) at desired speed. Consider the simple combinational circuit in Figure 3.9 implementing the function $F = \bar{a} \bar{b} + \bar{b}c + bc$. The delay (for a rising transition) of the path from $a$ to $F$ can be tested by the two vectors $V_1 = (a, b, c) = (0, 0, 0)$, and $V_2 = (1, 0, 0)$. 

Figure 3.8: *Built-in Current Testing Circuit*. 
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Two-pattern tests have been widely used for testing stuck-open and delay faults in logic circuits. There are a number of drawbacks, however. This method requires very long test lengths to achieve an acceptable fault coverage [164]. The reason is that faults need to be sensitized through long paths. The other drawback of this method is that tests can be invalidated by delays in other parts of the circuit, hazards, and timing skews [92, 154]. A test that detects a delay fault of a certain size does not necessarily detect faults that have longer or shorter delays [60, 64]. As a result, there have been efforts to eliminate the need for them. One such effort is the design-for-testability technique proposed in [64] for detecting delay faults in CMOS circuits. The authors discuss the importance of observing the output waveform between the samples, instead of only latching the output at the sampling time. Figure 3.10 shows how a delay test, based on latching the output at specific sampling times can be invalidated due to a dynamic hazard.

Since there is significant information in the output waveform between samples, they propose to perform delay testing by applying test patterns and sampling the output in the conventional manner, together with a circuit that monitors the output waveform between samples. In order to observe any changes after the sampling time, they have proposed the DFT technique, shown in Figure 3.11. This circuit uses the
transient switching current in CMOS inverters to detect signal changes. While $\Phi$ is low, the bus is kept at $V_{DD}$ by the precharging transistor, so the inverters operate normally. $\Phi$ changes to logic high, when all the nodes of interest in the CUT (circuit under test) are supposed to have stabilized in the fault-free case. Once $\Phi$ is high, the bus is left floating. If $out_i$ does not change, the corresponding inverter will draw negligible static current and the bus will remain high. If any $out_i$ changes, the transient current while the inverter changes state will partially discharge the bus, which can be detected with a sense amplifier.
Figure 3.12 shows another DFT technique proposed in [58]. Here, there are two controlling signals, \( \phi_1 \) and \( \phi_2 = \bar{\phi}_1 \). The rising transition on \( \phi_1 \) and the falling transition on \( \phi_2 \) signals announce the end of the valid reading time, \( t_{\text{sample}} \), for the circuit signal, \( S \). \( T_{\text{out}} \) is generated through an intermediate logic circuit. \( T_{\text{out}} \) is “1” if \( S \) does not show a transition after \( t > t_{\text{sample}} \). If \( S \) changes after the transition on \( \phi_1 \) and \( \phi_2 \) due to a delay fault, the extra logic circuit will set \( T_{\text{out}} \) to zero and the fault is detected.

The DFT techniques explained for delay fault testing use controlling signal(s)
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\( \phi \). If this signal is generated for each path, the result would be added circuitry and significant area overhead. For this reason, this signal is generated from the main system clock with simple circuitry. \( \phi \) is generated regardless of whether the fault exists or not, or the circuit under test is active or not. These techniques are, therefore, synchronous.

The last transistor-level DFT method is a charge/discharge test path, proposed in \([38, 77, 109, 144, 154]\) to facilitate testing of stuck-open faults in conventional CMOS/BiCMOS circuits. Two-pattern tests have been widely used for testing stuck-open faults in CMOS logic circuits. However, they can be invalidated due to circuit delays, hazards, and timing skews \([92, 154]\). Several design schemes for robust stuck-open test have been proposed for CMOS circuits. Figure 3.13 shows the basic concepts of these schemes. In one particular case, the signals \( C_p \) and \( C_n \)

![Testable CMOS gates](image)

**Figure 3.13: Testable CMOS gates proposed in [38, 77, 109, 144, 154].**

are tied together, and are called \( C_1 \). In the left-hand side circuit, in order to test for a stuck-open in the p-part, \( C_1 \) is first set to ONE and the inputs are applied such that the fault-free output is ONE, but the stuck-open output is floating. Since \( C_1 \) is high, the p-part is blocked by the PMOS transistor. On the other hand, the NMOS transistor (parallel with the n-part) forces the output to a low value. Next, \( C_1 \) is changed to ZERO. In the fault-free circuit, the output will charge to \( V_{DD} \)
via the p-part and the PMOS transistor, while for the circuit with a stuck-open fault, the output will keep its previous low value. For detecting a stuck-open in the n-part, the $C_1$ signal will change from ZERO to ONE, and the input test vector should be chosen such that stuck-open in the n-part can be tested. For the circuit in the right-hand side, the values of $C_1$ in the two cases are opposite to the values described above.

The test generation for the circuit shown in Figure 3.13 is less complex. In this circuit, a two- or multi-pattern robust sequence can be obtained by appropriately controlling the signals $C_P$ and $C_n$. However, because the circuit shown in Figure 3.13 requires two-pattern test sequences, glitches caused by the delays in the prior logic may invalidate the tests [150].

A circuit idea for solving this problem was first introduced in [92] for CMOS circuits, and was later adopted for BiCMOS circuits in [130,144]. It uses a single test vector and avoids the high-impedance state during testing. As a result, the test cannot be invalidated due to glitches. The circuit modification for a two-input BiCMOS NAND gate is shown in Figure 3.14.

Suppose that a defect occurs that forces the output of the gate to be stuck-open. According to Table 3.3, this defect can be any of the following opens or shorts:

- Opens at the source, drain, or gate terminals of the MOS transistors in the p-part ($P_1, P_2$) and the second n-part of Figure 2.1 ($N_5, N_6$),
- Opens at the base or emitter terminals of $Q_1$ and $Q_2$,
- Gate to source short in $N_7$.

Let us assume that $P_2$ is stuck-open. Then for the input pattern $AB = 10$, the output floats and assumes a value of 0 or 1 depending on its previous state. This
fault can be detected by the two-pattern test sequence $AB = \{11, 10\}$ \footnote{The output is 0 for the input $AB=11$, then it changes to 1 for $AB=10$.}, since the fault-free gate output will be 01, whereas the faulty gate output is 00.

The proposed circuit modification provides, during testing, an additional path for charging or discharging the output of the gate whenever it is floating. Thus, it removes the initialization requirement and allows stuck-open faults in BiCMOS logic circuits to be detected by single test patterns. The additional path is only excited during testing and does not affect normal circuit operation. In a complex circuit consisting of several BiCMOS gates, each gate must be augmented by an additional NMOS transistor, $N$, as shown in Figure 3.14.

The augmented BiCMOS gate facilitates testing of stuck-open faults using single test vectors, as explained below.

In normal operation, $T$ is set to logic 0 so that the added transistor $N$ is off and does not affect the normal operation of the circuit. Furthermore, $N$ is designed such
that its on resistance, \( R_{on} \), is much higher than that of n-part 2, see Figure 2.1, \( Q_1 \), and \( Q_2 \). In addition, its on resistance must also be much smaller than the off resistance, \( R_{off} \), of n-part 2 (Figure 2.1), \( Q_1 \), and \( Q_2 \).

For detecting a stuck-open fault in the pull-up section (e.g., \( P_1, P_2 \), or \( Q_1 \) permanently off), the following single test vector is applied: \( T=1, D=0 \), inputs= such that output is set to 1 in fault-free circuit (e.g., at least one input equal to 0 for the NAND gate). Since \( T=1 \), \( N \) conducts and provides a pull down path for the output. In the fault-free circuit, \( Q_1 \) is on and \( Q_2 \) is off. The output is, therefore, being pulled up through \( Q_1 \) and pulled down through \( N \). But since the on resistance of \( N \) is much higher than that of \( Q_1 \), the output is pulled up and attains logic 1. In the faulty circuit, however, \( Q_1 \) is off (due to the fault) as well as \( Q_2 \), so the output is pulled down through \( N \) and attains logic 0. Hence, this test vector produces an output of 1 in the fault-free circuit and an output of 0 if any transistor in the pull-up section is stuck-open. Similarly, a stuck-open in the pull-down section (e.g., \( N_5, N_6 \), or \( Q_2 \) permanently off) can be detected by the single test pattern: \( T=1, D=1 \), inputs= such that output is set to 0 in fault-free circuit (e.g., both inputs equal to 1 for the NAND gate).

Transistor \( N \) can be replaced by a PMOS transistor. In that case, \( T \) is set to logic 1 in normal operation, and changes to logic 0 in test mode.

### 3.4.2 Design-For-Testability of Asynchronous Circuits

We discuss scan-design technique in detail. Its use in testing micropipelines is studied in depth.
Scan technique

The most important structured technique is the scan technique [34, 54, 94, 191]. Scan techniques attempt to add either additional observability, controllability, or both. They have the property of using some sort of scan method to permit access to the internal nodes of a circuit without requiring a separate external connection for each node accessed. Very few (typically from one to four) additional external connections are used to access many internal nodes at the expense of increased time for testing. This is made possible at the cost of additional internal logic circuitry used primarily for testing.

Besides increased accessibility, the scan-path technique has another very important benefit: it is possible to test the entire circuit outside the scan path by generating test patterns for only its combinational portions. The scan-path itself is tested by a simple procedure, independent of the specific circuit in which the scan path is embedded, and therefore does not require any explicit ATPG. In this technique the circuit is designed so that it has two modes of operation: Normal mode and test mode. With the circuit in test mode, it is possible to shift an arbitrary test pattern into the flip-flops. By returning the circuit to normal mode for one clock period, the combinational circuit can act upon the flip-flop contents and primary input signals, then stores the results in the flip-flops. If the circuit is then placed into test mode, it is possible to shift out the contents of the flip-flops and compare these contents with the correct response.

Typical observability scan hardware consists of \( n \) latches whose data come from required observation points in the circuit, see Figure 3.15. Data is latched from the circuit by the Latch Data signal. Once the data is latched, it is shifted out serially by clocking Shift Data Out signal. A designer can also add registers for controlling
some points. To decrease the area associated with the latches, some have proposed techniques where these latches are the same as the originally designed latches, see Figure 3.16.
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In considering the cost performance, there are a number of negative impacts. An apparent disadvantage is the serialization of the test, potentially costing more time for actually running a test. Assuming \( m \) controllability latches and \( n \) observability latches, each test takes at least in the order of \( O(m + n) \) time. Secondly, the shift register latches are logically two or three times as complex as simple latches. The overhead from experience has been in the range of 4 to 20 percent of the total area before using scan design. Thirdly, up to four additional primary inputs/outputs are required at each package level for control of the shift registers. This can be reduced significantly by making functional use of some of the pins. For example, the scan-out pin could also be used as the functional output.

It has been reported by the Nippon Electric Company [68] that they have used the scan-path approach for the FLT-700 system, which is a large processor system with 100,000 blocks. Motorola has come forth with a chip which is a gate array in T\(^2\)L and shift data serial bit in \( \text{I}^3\text{L} \) logic integrated on that same chip. It is up to the customer to use the bit serial logic if he chooses so. IBM, UNIVAC, Fujitsu, and Amdahl are now currently using scan-path techniques with some modifications in their commercial products. The feasibility of the scan approach for asynchronous circuits has been demonstrated in [152] with a 144-bit scan-path in a systolic array. Asynchronous dual-rail combinational logic, implemented as PLAs, can be made fully testable by introducing a dual-rail scan-path [78]. However, Hazewindus [82] showed that dual-rail combinational logic can be tested using standard test generation techniques, e.g., the D-algorithm [161].

The scan-path technique can be used on any circuit which has state-holding elements. Recently it has been applied to asynchronous circuits such as micropipelines [95, 183]. As another example, Susskind [173] describes a scan technique whereby the states of a classical asynchronous system are scanned in and out. Scan-in al-
allows placement of the state machine in any state and scan-out reveals the machine’s next state. This technique offers the advantage that it does not implicitly assume a fault model and allows sequential circuits to be tested by sampling their states. The major disadvantage of this approach is that circuits need to be stable before their state can be sampled, limiting testable circuits to the fundamental mode of operation. Also, some care must be taken that a race-free state assignment is used. Besides, testing time is proportional to the number of states in the machine. This limits the approach to small state machines.

Wey et al. [186] has addressed the shortcoming of the fundamental mode of operation presented by Susskind. By proposing special scannable latches, see Figure 3.17, that automatically store the circuit’s state as soon as it changes, input-output mode circuits can be tested. This latch consists of two paths: Normal path and scan path. The normal path, consisting of the OR gates, the upper pair of NAND gates, the cross-coupled NAND latch, and the $L_2$-latch, is used in normal

\begin{figure}[h]
\centering
\includegraphics[width=0.8	extwidth]{fig3.17.png}
\caption{Polarity-hold shift register latch.}
\end{figure}
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operation, while the scan path, including the lower pair of NAND gates, the cross-coupled NAND latch, and L₂ latch, is used in test mode. In normal operational mode, each output pair \((X_S, X_R)\) of the combinational network is connected to the normal path of the latch where no clock signals are applied, i.e., the clock signals are set as \(A=0\) and \(B=M=1\). Hence, the circuit need not be stable in order to sample the data out of the storage components. In test mode, the scan structure that cascades the scan paths of all latches is formed. Both the scan structure and combinational network are tested in a similar manner as in the well-known scan-path technique. Note that the circuit is operated asynchronously in normal mode, and is tested in a synchronous way using clock signals in test mode. The major difference between this approach and that described by Susskind is that the latches update the values of state continuously and not in test mode only.

Testing Micropipelines

As for any integrated circuits, testing is necessary for micropipelines. A micropipeline must be tested in three parts: Control circuit, combinational logic circuit, and the latches. Besides, the delay constraints must be checked; hence, delay fault testing is necessary. Synchronous testing techniques can easily be adapted for micropipelines since they resemble synchronous circuits in latches and combinational logic. In 1994, the scan-path technique was applied to micropipelines [95]. In doing this, one must take care of the asynchronous operation of the control unit. In the synchronous approach, registers are loaded and observed at discrete times defined by a global clock. Here, there must be a constraint of time on reading from and writing to latches. One method is to halt the entire circuit and scan in and out. Other possibility is to design the latches so that they take or put data on the bus through a handshaking protocol.
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To date, there are two published works on testing micropipelines [95, 183]. In [183] the processing logic between the stages in the micropipeline is tested altogether. To test the latches, enough elements are pushed in the pipeline so that it is completely full from stage $i + 1$ to the last stage. Then two test vectors are applied. The first vector initializes the latch in stage $i$, and the second vector is applied for a possible stuck-at-pass fault on the target register. Then the output of the latch is propagated to the end to be compared with the fault-free output. There are several drawbacks to this approach. The test generation execution time is much larger by assuming all combinational logic lumped together than the execution time by testing each stage of combinational logic at a time. Testing latches also takes a lot of time for asynchronously clocking the data to the final stage. Testing micropipelines with and without logic $\# 1$ to $\# n$ will take almost the same time if the entire network is treated as one network at the time of testing. Note that the response of the micropipeline at the output is delayed at each stage due to the combinational logic response and latching time. Besides, some of the faults in combinational logic are not testable by this approach, and latches are not properly tested in the presence of faults in the combinational logic. Also, this work does not address the delay fault.

A second attempt on testing micropipelines was presented in [95]. In this work, the control unit, the combinational logic, and the latches are tested separately. Besides, delay fault testing is performed to check whether the bundling constraint is violated or not. Their test methodology now follows.

First, latches are modified, the same way as scan-path registers in synchronous designs, so that they can receive input data, whenever they are in scan mode, by bypassing the combinational logics and previous registers. These latches function much like master/slave flip-flops after adjustment. Secondly, the C-elements in the control unit are altered so that they simply transport their negated input to the
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output whenever they are in the scan mode. This way, the control path forms a
clocking network for the scan path with $A_{out}$ being the clock input. Therefore, the
clock moves in the opposite direction to that of data allowing data to march forward.
Besides, the bundling delays are no longer on the clock path, see Figure 3.18.

Figure 3.18: Scan-path testing technique for micropipelines.

The processing logic between the stages is tested as follows. First, the circuit is
put into scan mode. The necessary test vectors for combinational logic blocks are
shifted into the latches by clocking $A_{out}$. These test vectors can be obtained using
any conventional automatic test generation program (ATGP). The circuit is then
returned to normal mode and the data in each latch is advanced one block ahead,
passed through combinational logic, and latched in the next stage register. Finally,
the circuit is returned to scan mode, and the data is shifted out of the registers.
As seen for each combinational logic block, the previous stage register is used as a
controlling point, and the next stage register is used as an observation point. Since
each latch is a master-slave register, it can operate as both observation point for the next stage, and controllability point for the previous stage.

The latches are tested more like memory elements. Two types of faults are considered for the latches: stuck-at-pass and stuck-at-capture. In the former case, the latch fails to hold any data and is always transparent. This can be tested by an alternating 0-1 pattern in the control unit while in scan-mode. In the latter case, the storage element holds a particular value forever. This is detected if the latch is written with the opposite value of the fault and read while in scan-mode.

The control unit testing is very simple since the type of component is very limited. Each node on the control path is responsible for an action on the latches, and other nodes of the control path. For simplicity, we have not discussed these faults.

Any delay fault testing requires two test vectors: \( V_1 \) and \( V_2 \). If the second test vector is applied after the first one, a transition occurs on a sensitized path including the node where the physical defect exists, and propagates to the primary output. Although the output transition is correct in combinational circuits, the undesired delay fault would cause a transition at the output node late enough to be detectable. In synchronous design, the circuit is initialized by applying the first test vector. The second test vector is applied at time \( t \), and the output response is latched at time \( t + \delta \), where \( \delta \) is the desired delay. If the sampled value is different than the desired value, the delay fault is detected. In micropipelines, the delay elements are assumed fault-free at the beginning. As soon as the circuit goes into normal mode, the control unit must operate until the latches are sampled; i.e., it cannot go into scan-mode afterward. Assume we wish to test block \( i \) for a delay fault. Knowing \( V_2 \) and the function of the combinational block at stage \( i - 1 \), \( B \), a third vector, \( V_3 \), is derived such that \( B(V_3) = V_2 \). Now the test procedure involves
putting the circuit in scan-mode, supplying latches \( i \) and \( i - 1 \) with \( V_1 \) and \( V_3 \), returning the circuit to normal mode, and finally putting the circuit in scan-mode again and reading latch \( i + 1 \) which is in front of the logic block \( i \). If the values captured are not correct, then a delay fault exists.
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$I_{DDQ}$ Faults in Asynchronous Circuits

It was mentioned in Section 3.2.3 that most of the defects in integrated circuits can be modeled as transistor-level shorts and opens. Transistor-level testing provides a higher coverage of faults compared to that of the gate-level. Thus, it is necessary to study the effects of failures at the transistor-level. In this chapter, we present the behavior of BiCMOS logic families under short and open defects, and derive a complete fault model for various families. Using the results of simulations, we investigate the suitability of different fault models for BiCMOS families, and develop a new DFT technique for detecting shorts.

Various modes of failure can occur in VLSI devices, where bridging faults have been shown to be major contributors [61, 168]. Bridging faults are particularly important in modern technology because the high density of integration reduces the distance between lines and/or contacts. Menon et al. [132] studied bridging faults in BiCMOS circuits and showed that several bridging faults can be detected by
quiescent power supply current \((I_{DDQ})\) monitoring. In [163], a design-for-testability (DFT) technique has been proposed for detecting \(I_{DDQ}\) faults, as explained in Section 3.4.1. This technique can detect all the defects which cause an increase in the quiescent current passing through the bipolar transistor. It cannot be used for detection of a few defects which increase the current of the CMOS section of the structure without increasing the current of the output bipolar transistors. This technique is not suitable for CMOS circuits.

The second DFT technique was proposed by Favalli et al. [58, 59, 104], as explained in Section 3.4.1. The residual voltage drop between system ground and actual ground in test mode would cause the circuit to malfunction even if it is fault-free. The increased voltage level on the system ground may have two effects. First, it can trigger the test circuit resulting faulty \(T_{out}\) while the circuit is fault-free. Second, the voltage level of internal nodes of the logic circuit depends on the system ground. Consequently, logic “0” on some internal nodes may be interpreted as soft logic “1”, although the circuit is fault-free. The tester introduces substantial parasitic capacitance increasing the time constant at the system ground, and slowing the rate of \(I_{DDQ}\) testing.

In functional testing, the test vector must satisfy fault excitation, as well as fault propagation. While the DFT technique proposed by Favalli et al. does not need input test vectors for fault propagation, it suffers from the common problem that the test vectors at the input nodes must excite the fault. This would, in turn, rise the need of off-line testing, as well as the use of a test generation algorithm.

A circuit idea for solving these problems is introduced in this Chapter. We propose a test circuit which works on-line and eliminates the need for test generation algorithms. Primitive components are the subject of our test. Here, we use different transistor-level realizations of a NAND gate.
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This Chapter provides improvements over the results reported in [149]. The modifications include the most up-to-date literature review, an enumerative proof of a general claim which points to fault characteristics of CMOS/BiCMOS circuits, revised fault characterization tables, and the enhanced performance of the proposed DFT technique.

The rest of this chapter is organized as follows. Section 4.1 provides typical cases which are used for simulation in our test analysis. Section 4.2 studies the fault characterization of different BiCMOS structures. It will be shown that many defects may cause parametric faults, which cannot be detected with usual test methods. In Section 4.3, we introduce a DFT technique which enables the detection of bridging faults in these structures. The area and delay overheads resulting from this circuit modification will also be discussed. Conclusions are provided in Section 4.5.

### 4.1 Typical Examples

In this chapter, we focus on the pull-up/pull-down family. General description of this structure and a conventional BiCMOS circuit have been discussed in Section 2.2. From the pull-up/pull-down family, we also study three structures called BiNMOS, and full-swing BiCMOS, and CMOS circuits. For consistency, a NAND gate was implemented in each of these structures. Figures 4.1 to 4.4 show the implementations of a NAND gate in the mentioned structures. Simulations results have been presented in this Chapter with and without test circuit for each of the structures respectively.
4.2 Fault Characterization

4.2.1 Defect Modeling

As described in Section 3.2.3, we model a short defect as a small resistor (10Ω) between the two nodes. Open-circuits are modeled as a large resistor (10 MΩ) inserted between the affected node and the node to which it would normally have been connected. The open-circuit in the gate of a MOS transistor is treated as a
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floating point. A floating gate may result in transistor stuck-open (permanently off) or may cause the transistor to conduct (stuck-on), as reported in [166]. In this study, we assumed that a floating gate will cause a stuck-open transistor. We have considered the former case for the following reason. We have considered stuck-at faults at the terminals of a transistor. A floating gate which results in transistor stuck-on behaves as if the gate terminal is stuck-at 1 (0) for NMOS (PMOS) transistor. Therefore, we consider floating gates which cause transistor stuck-open to prevent multiple copy of a situation and to provide a more realistic fault coverage. If the latter case is taken into account, the fault detection ratio will increase.

The notation introduced in Section 3.2.3 is used in this Chapter. To avoid the complexity of dealing with the multiple-defect case, we assume that not more than one defect can occur at a time.

4.2.2 Conventional BiCMOS NAND Gate

The conventional BiCMOS NAND gate shown in Figure 4.1 was implemented in 0.8\(\mu\) BiCMOS technology and simulated with HSPICE. The lengths of all MOS transistors used for this study were 0.8\(\mu\). The widths of the transistors were 4\(\mu\), except for \(N_5\), \(N_6\), and \(N_7\), which had \(W = 2\mu\). The supply voltage was 5V, and the output was connected to a capacitive load of 2pF. In order to account for the limited current drive capability of the inputs, the inputs to the circuit were taken from CMOS inverters.

The DC voltage transfer characteristics of the gate for each of the inputs was examined to determine the logic levels. Figure 4.5 shows the DC transfer function for the output vs. \(in_2\), when \(in_1\) is set at 5V.
Figure 4.5: DC transfer function of BiCMOS NAND gate.

$V_{IL,max}$ and $V_{IH,min}$ were determined by finding the \( \frac{dV_{out}}{dV_{in}} = -1 \) points [84] on the voltage characteristics. The values which satisfy the requirements for both inputs were determined to be 1.9V and 2.8V, respectively. Therefore, the input logic levels for the BiCMOS NAND gate are 0 to 1.9V for logic level "0" and 2.8V to 5V for logic level "1". Any voltage between 1.9V and 2.8V is considered indeterminate (intermediate state).

A comprehensive simulation study was done for all possible single defects in the circuit. Simultaneous current monitoring was performed during simulations to measure $I_{DDQ}$. The results of the simulations show that each injected defect may result in one or more logical fault(s). These logic-level faults belong to one of the two major fault classes, listed below:

1. Parametric faults - Defects may alter any one of delay time, quiescent supply current, or output voltage magnitude. For example, either of $beQ_2$ or $cQ_2$
turns $Q_2$ off. As a result, the output must discharge solely through the NMOS transistors $N_5$, $N_6$, and $N_7$. This results in a delay fault.

Some defects (e.g., $dsN_4$) cause an increase in the steady-state supply current. This happens if a low-impedance path is created between $V_{DD}$ and $GND$ due to a defect, leading to an excessive leakage current. This is an $I_{DDQ}$ fault.

Some defects degrade the output voltage. The output may take an intermediate voltage level (e.g., $dsN_4$ drives the output to an intermediate voltage for $in_1in_2 = 10$). For this NAND gate, all the intermediate voltage faults occur in conjunction with $I_{DDQ}$ faults. Some defects change the output voltage level, and create a soft ZERO or a soft ONE. The soft ZERO has somewhat higher voltage than the normal ZERO logic level, and the soft ONE has somewhat lower voltage level than the normal ONE logic level. The result is a reduced noise margin. For example, the $dN_5$, $sN_5$, and $gN_5$ defects turn $N_5$ off and create a soft ZERO fault, as well as a delay fault.

2. Functional faults - A functional fault occurs whenever the output takes a wrong, yet legal logic level (ONE instead of ZERO, or vice-versa) for certain input combinations. Some defects cause the output to be stuck-at a logic level for all input combinations (like $dsP_2$ which creates a stuck-at-one fault).

It is also possible that the output take a wrong logic level for certain input combinations. For example, $dgP_1$ causes the output to follow $in_1$. These faults are called truth-table faults and can be detected similarly to stuck-at faults. Functional faults in CMOS/BiCMOS circuits, however, exhibit parametric fault behaviors as will be discussed in Section 4.2.7.

Another fault in this class is the stuck-open fault, which occurs when a circuit node becomes floating and exhibits a high impedance, so that the signal value
at the node becomes dependent on its previous value. For example, each of 
dP_1, sP_1, or gP_1 creates a stuck-open fault.

The fault characterization of the conventional BiCMOS NAND gate is shown 
in Table 4.1. It shows that all short defects (except dsN_7, bBeQ_1, and bBeQ_2) result 

<table>
<thead>
<tr>
<th>Fault Characterization</th>
<th>Simulated Physical Defect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay fault</td>
<td>gsN_3, gsN_4, dN_5, sN_5, gN_5, dN_6, sN_6, gN_6, dsN_7, dN_7, sN_7, gN_7, bBeQ_1, cQ_1, bBeQ_2, cQ_2</td>
</tr>
<tr>
<td>\textit{I}_{\text{DDQ}} fault</td>
<td>dsP_1, dgP_1, gsP_1, daP_2, dgP_2, gsP_2, dsN_3, dgN_5, gsN_3, dsN_4, dgN_4, gsN_4, daN_5, dgN_6, gsN_6, daN_7, dgN_7, gsN_7, cbQ_1, cceQ_1, cbQ_2, cQ_2</td>
</tr>
<tr>
<td>Output indeterminate</td>
<td>dsN_3, dgN_3, gsN_3, daN_4, dgN_4, gsN_4, daN_5, dgN_5, gsN_5, daN_6, dgN_6, cbQ_2</td>
</tr>
<tr>
<td>Output stuck open</td>
<td>dP_1, sP_1, dP_2, sP_2, gP_2, dN_3, gN_3, sN_3, dN_4, gN_4, sN_4, gsN_6, bQ_1, eQ_1, bQ_2, eQ_2</td>
</tr>
<tr>
<td>\textit{Soft logic level}</td>
<td>dN_5, sN_5, gN_5, dN_6, sN_6, gN_6, dN_7, sN_7, gN_7</td>
</tr>
</tbody>
</table>

Table 4.1: Fault characterization of the conventional BiCMOS NAND gate.

in \textit{I}_{\text{DDQ}} fault. Open defects normally manifest themselves as stuck-open, or delay 
faults. This result is true for other BiCMOS families, as well.

4.2.3 BiNMOS NAND Gate

The procedure described above was repeated for the BiNMOS NAND gate (Figure 4.2). The result of simulations is shown in Table 4.2. Great similarity can 
be seen between the fault characteristics of BiNMOS and conventional BiCMOS 
NAND gates.
4.2.4 Full-Swing BiCMOS NAND Gate

Table 4.3 shows the effects of hard shorts and opens on the behavior of the full-swing BiCMOS NAND gate (Figure 4.3).

It can be seen that defects create different faults, compared to the previous two structures. This is mainly due to the great redundancy in this structure. For example, most of the defects which create a stuck-open fault for the conventional BiCMOS structure cannot affect the functional validity of the output in this structure, because there is an alternative path from the inputs to the output. Therefore, the output will switch correctly. However, delay faults will occur for most of these defects.

4.2.5 CMOS NAND Gate

Table 4.4 presents the results of the simulations for the CMOS NAND gate (Figure 4.4).
### Table 4.3: Fault characterization of the full-swing BiCMOS NAND gate.

<table>
<thead>
<tr>
<th>Fault Characterization</th>
<th>Simulated Physical Defect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay fault</td>
<td>$dP_1, sP_1, dP_2, sP_2, \ldots, dN_3, sN_3, dN_4, sN_4, gN_4,$ $dN_5, sN_5, gN_5,$ $dsP_1, dcP_1, beQ_1, cQ_1, bQ_1, beQ_2, cQ_2, eQ_2, bQ_2$</td>
</tr>
<tr>
<td>$I_{DDQ}$ fault</td>
<td>$dsP_1, dgP_1, gsP_1, dsP_2, dgP_2, gsP_2, \ldots,$ $gN_4,$ $dsN_5, dgN_5, gsN_5,$ $dsN_6, dgN_6, gsN_6,$ $dsN_7, dgN_7, gsN_7, dsP_9, dgP_9,$ $gsP_8, dsP_8, dgP_8, gsP_8, \ldots,$ $gsN_{11}, cbQ_1, ceQ_1, cbQ_2, ceQ_2, eQ_2, bQ_2$</td>
</tr>
<tr>
<td>Indeterminate</td>
<td>$dP_9, gP_9, dP_{10}, gP_{10}, \ldots,$ $dN_{11}, gN_{11}, cbQ_2$</td>
</tr>
<tr>
<td>Output stuck open</td>
<td>$gsP_9$</td>
</tr>
<tr>
<td>Soft logic level</td>
<td>$dN_3, sN_3, gN_3, dN_4, sN_4, gN_4, dN_7, sN_7, gN_7, dsN_{10}, dsN_{11}$</td>
</tr>
</tbody>
</table>

### Table 4.4: Fault characterization of the CMOS NAND gate.

<table>
<thead>
<tr>
<th>Fault Characterization</th>
<th>Simulated Physical Defect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay fault</td>
<td>$dN_3, sN_3, gN_3, dN_4, sN_4, gN_4$</td>
</tr>
<tr>
<td>$I_{DDQ}$ fault</td>
<td>$dsP_1, dgP_1, gsP_1, dsP_2, dgP_2, gsP_2, dsN_3, dgN_3, gsN_3,$ $dsN_4, dgN_4$</td>
</tr>
<tr>
<td>Output indeterminate</td>
<td>$dsN_3, dgN_3, dgN_4$</td>
</tr>
<tr>
<td>Output stuck open</td>
<td>$dP_1, gP_1, sP_1, dP_2, sP_2, gP_2, gsN_4$</td>
</tr>
<tr>
<td>Soft logic level</td>
<td>$dN_3, sN_3, gN_3, dN_4, sN_4, gN_4$</td>
</tr>
</tbody>
</table>

### 4.2.6 Analysis of Results

Table 4.5 summarizes the fault distributions corresponding to solid short/open defects for the four mentioned structures. The numerical values of the table are
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<table>
<thead>
<tr>
<th>Fault</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Conventional</td>
</tr>
<tr>
<td>Delay</td>
<td>30</td>
</tr>
<tr>
<td>( I_{DDQ} )</td>
<td>44</td>
</tr>
<tr>
<td>Intermediate level</td>
<td>19</td>
</tr>
<tr>
<td>Stuck open</td>
<td>31</td>
</tr>
<tr>
<td>Soft level</td>
<td>17</td>
</tr>
</tbody>
</table>

Table 4.5: Fault distribution for BiCMOS/CMOS NAND gates.

obtained as follows. First, the number of faults for each defect is obtained. Second, the total number of faults has been obtained. It is important to note that there are faults which fall into more than one category. Third, the number of faults for each defect is divided by the total number of faults. The result is multiplied by 100.

An important result derived from the fault characterization tables (Tables 4.1 to 4.4) is that most of the short defects in CMOS/BiCMOS circuits cause an \( I_{DDQ} \) fault, while most of the open defects result in delay or stuck-open faults.

These tables, as well as Table 4.5, further reveal that as the redundancy in a BiCMOS structure increases, less defects can cause a stuck-open fault. For example, in the full-swing structure—which has 100% redundancy—none of the open defects create a stuck-open fault. This is due to the fact that an alternative path to the output exists due to the redundancy (the full-swing structure is actually a CMOS gate, connected in parallel with a conventional BiCMOS gate. A single open defect in this structure is, therefore, masked by the parallel redundancy).

As can be expected, our simulations show that the most important effect of bridging faults is an increase in the quiescent current.
Another important result is that the sum of the fault percentages for each family is more than 100%. This fact shows that there are faults which behave differently depending on what the input excitations are. The following Section generalizes these results.

4.2.7 General Fault Characterization: A proof

The results obtained from simulations can be generalized by the following theorems. We show that any fault in CMOS/BiCMOS circuits is a delay fault, an $I_{DDQ}$ fault, or a fault which inhibits transitions at the primary output. We investigate each case and present an enumerative proof of such claim. The following definitions are used in this Section.

An output function realized by a circuit is represented by a 3-tuple $(V, I, t)$, where $V$ represents its voltage specifications and is normally expressed using Boolean functions, $I$ shows the power supply current characteristics, and $t$ gives the time frame for the output function to be correct. A fault is detectable if it changes any of the parameters $V$, $I$, or $t$. If the fault changes $V$ characteristics, the fault is usually regarded as logic fault. If it changes the $I$ parameter, it is often considered an $I_{DDQ}$ fault in CMOS circuits. We assume that CMOS/BiCMOS circuits are not intentionally designed to create excessive DC current in fault-free circuits. Delay faults degrade the time specification of the output response.

A transistor is redundant if removing it produces no change in the output function. A node is redundant if it can be permanently connected to either ‘0’ or ‘1’ without altering the output function. Supply nodes, primary inputs, and the primary output are called external nodes. Primary inputs can adopt high or low voltages freely in a fault-free circuit. The polarity of primary inputs are defined
by their present logic value which are set by previous CMOS stages. The primary output is the result of mapping the inputs, and is to be ‘0’ and ‘1’ frequently. The polarity of the primary output is defined by its present logic value. Its behavior is often affected by the next stage CMOS circuit.

A path is an ordered chain of nodes connected together via the terminals of transistors. Different paths in CMOS/BiCMOS circuits are shown in Figure 4.6.

![Circuit Diagram]

I-paths: 4, 6, 8

V-paths: 1, 2, 3, 5, 6, 7, 9

\( V_{PN}\)-path: 6, 9

\( V_{NP}\)-path: 5

Figure 4.6: Different paths in CMOS inverter circuit.

Consider two voltage levels \( v_1 \) and \( v_2 \). If \( v_1 \) is greater than \( v_2 \), we consider \( v_1 \) as positive voltage and \( v_2 \) as negative voltage. \( V_{DD} \) is a positive voltage in regard to any voltage levels in the circuit, and GND is a negative voltage level.
Definition 4.1 An i-path is a directed edge. Drain-to-source of an NMOS transistor, source-to-drain of a PMOS transistor, collector-to-emitter of an NPN bipolar transistor, and emitter-to-collector of a PNP bipolar transistor are i-paths.

Definition 4.2 A v-path is a directed edge. The gate-to-source of an NMOS transistor, source-to-gate of a PMOS transistor, base-to-emitter of an NPN bipolar transistor, and emitter-to-base of a PNP bipolar transistor are v-paths.

Definition 4.3 An I-path is a directed path which starts with a positive supply node, continues through i-paths and ends in the negative supply node.

An I-path provides a charging path to positive supply, referred to as the p-part, and a discharging path to the negative supply, referred to as the n-part.

Definition 4.4 A V-path is a directed path which starts with a positive external node, continues through i-paths and/or v-paths, and ends in a negative external node. A V-path contains at least one v-path.

Definition 4.5 A \( V_{PN} \)-path is a directed V-path which contains at least one p-part of an I-path.

Definition 4.6 A \( V_{NP} \)-path is a directed V-path which contains at least one n-part of an I-path.

Definition 4.7 A path is active if the transistors which are on the path are active. The collection of input combinations for which a path is active is called the on-set.

Definition 4.8 A path is off if there is at least one transistor which is on the path and it is off. A set composed of input vectors which turn off the path is called the off-set.
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There should not exist a V-path between two inputs. Since any V-path or I-path follows Kirchoff Voltage Law (KVL), it cannot start from a positive (negative) node and end in a positive (negative) node. A path is redundant if it can be permanently off or permanently active.

An I-path in a fault-free CMOS circuit is active only temporarily to accommodate the transitions. In other words, its on-set is empty while its off-set contains every possible input combination. Either the p-part or the n-part is on to prevent the output node from floating. Floating nodes charge or discharge eventually through parasitic paths and their logic values are not known if they keep floating for a long period. The intersection of the on-set of the p-part of an I-path and that of the n-part of the same path is empty set. This is because these two parts should not be active at the same time.

There are interactions among different paths. There is at least one active V-path to the primary output at any time. A p-part or an n-part of an I-path is active at the same time. While a V-path arranges for the output node to change, parts of the I-path provide a short path from the output node to either of the supply nodes for a fast transition.

Any node of a CMOS/BiCMOS circuit should charge to the positive supply and discharge to the negative supply at least once. The reason which supports this idea is as follows. If a node does not have a path to the positive supply at any time, it cannot charge to positive supply through an active path. It retains its low logic value unless it is charged through an off-path after a long time has elapsed. An output response is expected by a designer much faster than the time interval calculated by parasitic capacitances and resistors connected between such a node and the supply nodes. (This process takes much longer than the period predicted by the frequency of operation. The circuit is not supposed to stay still until a node
is charged or discharged through parasitic capacitances.) The node never charges
to the positive supply in practice. Therefore, it is the objective of the designer to
provide a path to the positive supply for each node. A similar argument is valid
for a path from any node to negative supply through an active path at some time.

A V-path which charges a node to the positive supply is not simultaneously
active with the V-path which discharges the same node to the negative supply.
This is due to the assumption that the on-set of an I-path should be the empty set.
Such V-paths may coexist only temporarily while an output transition happens.
However, the intersection of their on-sets should be empty.

Many nodes of a CMOS circuit are charged to $V_{DD}$ through the p-part, or
discharged to GND through the n-part to facilitate a fast transition. Therefore,
nodes are usually on an I-path. Any node of the circuit is either on an I-path or
on at least two V-paths. It should be on a $V_{PN}$-path to charge toward the positive
supply. It should also be on a $V_{NP}$-path to discharge to the negative supply.
However, the node should not be pulled up and down simultaneously. Therefore,
the intersection of the on-set of $V_{PN}$-path and that of $V_{NP}$-path should be the
empty set.

Each transistor is a shared component among different paths. An NMOS (NPN)
transistor is shared between two paths: One which goes through the drain-source
(collector-emitter), and the other which passes through the gate-source (base-
emitter). As an example, $P_1$ in Figure 4.6 is shared among paths $\# 1$, $\# 3$, $\# 4$,
and $\# 6$. A similar statement is true for the PMOS (PNP) transistor. Shared com-
ponents in fault-free circuits are frequently turned on and off by their associated
V-paths: i.e., a V-path cannot permanently turn on or off the shared components.
Two paths which share at least one component are considered neighbors. Each path
has at least one neighbor.
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The resistivity introduced by a transistor among its terminals plays a significant role in the time response of the circuit. While the transistor is off (on), it provides a huge (small) resistor between its drain-source or collector-base terminals. The RC time constant of one of the transistor terminals changes considerably in either of the states or both.

Any fault which inhibits a transition at the primary output is called a non-transitional fault in this dissertation.

**Theorem 4.1** An internal, detectable stuck-open fault in an irredundant CMOS/BiCMOS circuit is equivalent to a delay fault, an $I_{DDQ}$ fault, or a non-transitional fault.

**Proof:**

1. Any path which includes a break or a stuck-open fault is permanently off. Such a path which is supposed to be active for some input combination and to provide a short path for the output node to either of the supplies will no longer perform its task. Nodes of the path will either charge or discharge through parasitic paths to either of the power supplies. Since the RC of such nodes are defined by the resistivity and capacitvity of the elements connected to it, the time response of the I-path or V-path is not within the acceptable range for which the circuit is designed. The fault shows itself as a delay fault.

2. If a multiple breaks or stuck-open faults happen so that both the $V_{PN}$-path and the $V_{NP}$-path are disabled, an internal node retains its previous logic value or it has an intermediate voltage which has never been fully charged or discharged to any of the power supplies. Such fault(s) will inhibit at least one transition at the primary output. The floating node can accept any voltage
value employed by the environment. If they do not inhibit a transition, they are redundant nodes and can be permanently connected to either '0' or '1'.

3. If a break happens on a V-path which is neither a \( V_{PN} \)-path nor a \( V_{NP} \)-path, it would force the I-path with which it shares components to be off for at least one test vector. Therefore, a node at the I-path is floating, showing itself like a non-transitional fault. For example, if the gate of \( P_2 \) is disconnected from \( \beta \), see Figure 4.6, and retains a positive voltage such that \( P_2 \) is off, the output node would be floating when \( N_2 \) is also off. This is detectable when an outside voltage is applied to the node. The faulty node tends to follow whatever voltage that is applied to it regardless of the input vectors.

If the broken node has a voltage value which keeps a transistor on permanently, its faulty behavior is detectable using items \# 1, \# 2, \# 3, and \# 5 of the following theorem.

\[ \text{QED.} \]

**Theorem 4.2** An internal, detectable stuck-on fault in an irredundant CMOS/BiCMOS circuit is equivalent to an \( I_{DDQ} \) fault, a delay fault, or a non-transitional fault.

**Proof:** A transistor that is stuck-on operates as if it is permanently conducting. There are different conditions for which the on-sets or the off-sets are changed. We consider them separately.

1. The stuck-on fault happens on an I-path. The on-set of the I-path is not empty set. There is an input combination which excites the I-path, and increases the DC current supply through the I-path. This fault is detectable using \( I_{DDQ} \) testing technique. For example, if source-emitter of \( P_2 \) is permanently conducting, see Figure 4.6, its effect is known when \( N_2 \) is also
conducting. This would create a short path between supplies on path ≠ 8
and it is detectable using $I_{DDQ}$ testing technique.

2. The i-path(s) on a V-path is replaced by a linear resistor due to stuck-on fault so that no v-path has been affected. There are two different cases. First case involves the stuck-on fault which has happened on a $V_{PN}$-path. The intersection of the on-set of the $V_{PN}$-path and that of the $V_{NP}$-path is no longer empty. The non-empty set provides the test vector for which the p-part of an I-path is active simultaneously with the n-part of the same path. The fault is, therefore, detectable using the $I_{DDQ}$ testing technique. For example, if the drain-source of $N_3$ is stuck-on, an $I_{DDQ}$ fault is announced through $P_3, N_3, N_1$ for the input combination ($In_1 = 1, In_2 = 0$). Similar argument is valid for the second case which happens when the stuck-on fault is on a $V_{NP}$-path. If there is no change in the on-sets of different paths, the transistor is redundant and it is replaced with a short wire between its two terminals.

3. A V-path is changed to an I-path due to a stuck-on fault. The fault is detectable using the $I_{DDQ}$ testing technique. For example, if the source-gate of $P_2$ is replaced by a linear resistor due to a fault, see Figure 4.6, it provides a short path between supply lines through path ≠ 5.

4. A v-path is always off because of a stuck-on fault. The fault may or may not have happened on the same path as the v-path. A transistor whose v-path is always off will act like a stuck-open fault. This fault is detectable as theorem 4.1 states. For example, consider that source-gate of $P_2$ (see Figure 4.6) is connected by a short wire. $P_2$ is always off. This shows itself as stuck-open fault.

5. A v-path is always on because of a stuck-on fault. The fault may or may not
have happened on the same path as the \( v \)-path. A transistor whose \( v \)-path is always on will act like a stuck-on fault. This fault, however, is present on a different path. The faulty behavior of this transistor is detectable depending on how it affects its own paths or its neighboring paths. If the same situation repeatedly happens so that a shared transistor is finally on an \( I \)-path, the fault is detected using \( I_{DDQ} \) fault testing technique. Otherwise, the fault is detected as explained in the items mentioned above.

QED.

**Theorem 4.3** An internal, detectable bridging fault which happens between two nodes is equivalent to an \( I_{DDQ} \) fault, a delay fault, or a non-transitional fault.

**Proof:** There are different bridging faults.

1. We can imitate much of the arguments explained in theorem 4.2 for the bridging faults which happen on a single path. Such bridging faults behave as if one or two transistors are stuck-on.

2. There are bridging faults which happen between a node of the circuit and either of the supply lines. The faulty node is present on different paths, and its behavior is detectable by either delay fault or \( I_{DDQ} \) fault testing techniques as expressed in theorem 4.2.

3. A bridging fault which occurs between two internal nodes, namely \( A \) and \( B \). Node \( B \) follows any transition on node \( A \) due to this fault. However, each node belongs to different paths. Both nodes are connected to supply nodes through charging and discharging paths. If we force node \( A \) to charge to positive voltage, and apply inputs such that node \( B \) has to discharge to
negative voltage, we have created an I-path which is observed as \( I_{DDQ} \) fault. Similar argument is true for the opposite voltage value.

4. If the resistivity introduced by the bridging fault is relatively large, both nodes are free to follow any voltage value they are forced to by their own paths. The fault is detectable as a delay fault if the RC time constant of either of the nodes is changed. This will show itself as a slow-to-rise or slow-to-fall transition at these nodes.

5. If the bridging fault does not force any of the nodes to follow the other, nor does it change the RC constant of the nodes, the fault is not detectable.

QED.

Theorem 4.4 An internal, detectable stuck-at 0/1 fault in a CMOS/BiCMOS circuit is equivalent to an \( I_{DDQ} \) fault, delay fault, or a non-transitional fault.

Proof: We present the proof by enumerating the possibilities. We refer to the above theorems in many cases.

1. If the gate of an NMOS (NPN) transistor is stuck-at 0, the transistor is inactive, and it behaves like a stuck-open fault.

2. If the gate of an NMOS (NPN) transistor is stuck-at 1, the transistor is active, and it behaves like a stuck-on fault.

3. If the gate of a PMOS (PNP) transistor is stuck-at 0, the transistor is active, and it behaves like a stuck-on fault.

4. If the gate of a PMOS (PNP) transistor is stuck-at 1, the transistor is inactive, and it behaves like a stuck-open fault.
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5. If a stuck-at 0 fault happens at the drain (collector) terminal of a MOS (bipolar) transistor which is on an I-path, it would result in an $I_{DDQ}$ fault. In this case the n-part behaves as if it is always on.

6. If a stuck-at 1 fault happens at the drain (collector) terminal of a MOS (bipolar) transistor which is on an I-path, it would result in an $I_{DDQ}$ fault. In this case the p-part behaves as if it is always on.

7. A stuck-at 0/1 fault which happens on any node of a V-path behaves as if a bridging fault has happened between the node and either of the supply nodes. Theorem 4.3 shows that the fault is detectable through delay fault testing, $I_{DDQ}$ fault testing, or non-transitional fault testing techniques.

If the on-set and the off-set of all paths are not changed, the fault is undetectable. If there exists no test vector which can be produced through the inputs, the fault is considered undetectable. QED.

The proof suggests the existence of a test vector for which the fault is detected. Obtaining such a test vector is relatively difficult in practice. In this dissertation we show, however, that there is no need to obtain test vectors if our proposed DFT techniques are used. The objective of the theorems mentioned above is to show that 100% fault coverage is gained if we detect $I_{DDQ}$ faults, delay faults, and non-transitional faults and there is no need to test the CMOS/BiCMOS circuits for any other faults.

In the next section, we propose a DFT method which can detect most of the faults which create an $I_{DDQ}$ fault. Detection of delay faults and non-transitional faults is the subject of the next Chapter.
4.3 DFT Technique

Bridging between two nodes (including terminals of transistors) may create a low-impedance path between $V_{DD}$ and GND, thus increasing the quiescent supply current. Another effect of these defects is to drive the output to an intermediate level, which is an undetectable fault in functional testing.

In this Section, we show a circuit modification that can be applied to CMOS/BiCMOS circuits to improve their testability. The technique presented here is schematically illustrated in Figure 4.7. The basic idea is to introduce a virtual GND ($V_{gnd}$), which is forced to GND in the initialization mode. To achieve this, the control signal $init$ must be ONE in initialization mode, thus connecting $V_{gnd}$ to GND via the bipolar transistor $Q_{tt}$. In normal mode, the control line $init$ is switched to ZERO. If no fault is present, no conducting path is established between

---

![Figure 4.7: Introducing virtual GND for detecting shorts.](image)

---
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\( V_{DD} \) and \( V_{gnd} \). So, this node remains at logic ZERO. As a result, the output of the CMOS inverter (node \( t_{out} \)) will be logic ONE. On the contrary, if a path exists between \( V_{DD} \) and \( V_{gnd} \) due to a bridging, \( V_{gnd} \) can be charged to a high value, thus \( t_{out} \) is lowered to logic ZERO.

The main advantage of this technique over the proposed technique by Favalli et al. [58, 59, 104] is as follows. Since \( V_{gnd} \) is floating in test mode under fault-free condition in their proposed technique, its voltage is not guaranteed to be ZERO, and the normal leakage current may drive it to a voltage which is high enough to lower \( t_{out} \). To overcome this problem, we have added another inverter in a feedback path. This extra inverter stabilizes \( t_{out} \) against temporary variations during transitions and keeps \( V_{gnd} \) at ZERO in the fault-free case.

![Conventional BiCMOS NAND gate, modified for detecting bridgings.](image)

Figure 4.8: Conventional BiCMOS NAND gate, modified for detecting bridgings.

An important feature of this technique is that there is no need for the input test
sequence to excite the fault or propagate its faulty behavior to the primary output. Simulation is thus straightforward, as is its detection.

Figure 4.8 shows a conventional BiCMOS NAND gate, modified for detecting shorts and bridges.

![Graph showing waveforms for different cases](image)

**Figure 4.9: Detection of an $I_{DDQ}$ fault in the modified BiCMOS NAND:** a) inputs and output for the fault-free case b) $t_{out}$ and $V_{gnd}$ for the fault-free case (normal mode) c) output for $dsN_6$ defect ($I_{DDQ}$ fault, only) d) $t_{out}$ and $V_{gnd}$ for $dsm6$ defect (normal mode)

To show the operation of the test circuit, we compare the behavior of a fault-free circuit with a gate which is affected by $dsN_6$ defect, see Figure 4.9. The only effect
of the chosen defect on the behavior of the circuit is an increase in $I_{DDQ}$, and it does not affect the logical behavior of the gate. Therefore, it is among those defects which cannot be detected by functional testing. Graph “a” shows the inputs and the output for the fault-free case. The test output $t_{out}$ is at a high logic level, as shown in graph “b”, representing the fault-free case. As depicted in graph “c”, the logical behavior of the output does not change under the injected defect. The only consequence of this defect is a substantial increase in quiescent current, because a low impedance path is created between $V_{DD}$ and GND. This fault is excited by the input combination $i_{in1}i_{in2} = 1\ 0$. Graph “d” shows how this low-impedance path causes $t_{out}$ to assume a low voltage level. Therefore, the $I_{DDQ}$ fault can be detected by this method.

Simulations were done for all possible defects mentioned in Tables 4.1, 4.2, 4.3, and 4.4, including the possible defects in the test circuit. The input CMOS inverters, mentioned in Section 4.2.2, were also modified by using $V_{gnd}$ instead of GND.

As expected, not all open defects are detectable with this method. However, the following open defects can be detected:

- $eQ_2$ and $bQ_2$, because they cause the output capacitor to be discharged via $V_{gnd}$ in a long period, enough to activate the test circuit.

- Open defects in $P_{13}$ and $N_{t4}$, because they cause the corresponding transistors to be stuck-open, driving $t_{out}$ to a low voltage level, independent of the rest of the circuit.

In total, 67% of all possible shorts and bridging faults mentioned in Tables 4.1, 4.2, 4.3, and 4.4 are detectable at $t_{out}$. All of the bridgings in the BiCMOS NAND gate of
CHAPTER 4. $I_{DDQ}$ FAULTS IN ASYNCHRONOUS CIRCUITS

Figure 4.8 which are not detectable are among those that create a conducting path which includes the base of $Q_2$. Since this point is kept at a low voltage ($V_{BB, on} \leq 0.8$ V), $V_{gnd}$ cannot reach a voltage high enough to turn $N_{12}$ on. Since the BiNMOS and CMOS structures do not have a bipolar transistor in the pull-down path, their detection ratios increase significantly.

The DFT scheme of Figure 4.8 presents a number of undetectable faults at the test circuit. For the BiCMOS NAND gate, ten defects out of 30 defects (33%) at the test circuit are undetectable. They can produce masking problems only in the case of multiple faults. There are 33 defects in the gate shown in Figure 4.8 which cause an $I_{DDQ}$ fault. 24 of these faults are mentioned in Table 4.1 and there are 9 faults inside the test circuit. It should be noted that among 33 defects which cause an $I_{DDQ}$ fault in the gate shown in Figure 4.8, approximately 78% are detectable by this method. All of those which are not detectable create the excessive current only through the emitter node of $Q_2$. We will propose DFT methods in Chapter 5 which will detect these faults. If the proposed technique in this Chapter is combined with the DFT method presented in next Chapter, complete $I_{DDQ}$ fault coverage will be achieved. Another method for achieving complete $I_{DDQ}$ fault coverage is to connect the emitter of $Q_2$ to $V_{gnd}$. This, however, may degrade the noise margin as well as the delay performance, unless the area of $N_{t4}$ is chosen properly.

It should be noted that several stages in a VLSI circuit can share a common $V_{gnd}$, thus, using a single test circuit. However, as the number of the stages increases, the required size for $N_{t4}$ increases, because it must conduct the current for all stages. This constrain suggests that as shown in Figure 4.8, the output stage of the circuit (consisting of bipolar drivers) which carries high current should not be connected to $V_{gnd}$. The other advantage of using GND instead of $V_{gnd}$ in the final stage is that the output low level will not increase by the slight voltage drop across drain-source
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of \textit{N}_{t4} transistor.

When applying the technique to a CMOS structure, transistor \textit{Q}_{1} is replaced by an NMOS transistor. This is necessary in order to keep the circuit compatible with CMOS technology. Another advantage of using this technique in CMOS structure is the elimination of \textit{t}_{\text{out}}. The reason is as follows. Figure 4.9 shows that \textit{V}_{\text{gnd}} discharges to ZERO when the inputs do not excite the \textit{I}_{DDQ} fault, through base-emitter of \textit{Q}_{2}. This would set \textit{t}_{\text{out}} to ONE. The primary output, however, shows correct transition from ONE to ZERO. In the absence of \textit{Q}_{2} in CMOS structure, there is hardly a path to the actual ground through the internal nodes of the logic circuit. This means that \textit{t}_{\text{out}} would remain low, \textit{V}_{\text{gnd}} would charge to \textit{V}_{DD}, and the primary output stops functioning properly. The logic block to which the test circuit is connected behaves as if there is single or multiple stuck-at faults, and the output halts. This would convert the parametric fault into a logic fault. In this case, the \textit{I}_{DDQ} fault is easier to detect since the output(s) stops functioning. This would, in turn, eliminate the need of \textit{t}_{\text{out}}, and the area overhead associated with it.

It should also be noted that as the number of the stages in the circuit increases, the detection ratio will increase because there will be more paths to \textit{V}_{\text{gnd}}. In order to verify this, a fully-CMOS master-slave JK flip-flop was implemented using two-input NAND gates, as shown in Figure 4.10. Simulations showed that 98\% of all the short defects in the functional part of the circuit are detectable by the proposed DFT technique. If the shorts in the test circuit are also taken into consideration, the figure drops to 92\%, which is still a very high coverage\(^1\).

\(^1\)We distinguish between fault coverage produced by test generation programs, and the transistor-level fault coverage. Fault coverage provided by a simulator is the ratio of the number of faults detected by test set to the total number of simulated faults. This figure is directly relevant only to the faults processed by the simulator; hence, a test with 100\% fault coverage may still fail to detect faults outside the considered fault model by the simulator. Here, we have provided the
Figure 4.10: A master-slave JK flip-flop with 2-input NAND gates

Table 4.6 shows the effectiveness of the proposed technique for the four studied structures.

<table>
<thead>
<tr>
<th>Circuit structure</th>
<th>Conventional</th>
<th>BiNMOS</th>
<th>Full-swing</th>
<th>CMOS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detectable $I_{DDQ}$ faults (%) including the test circuit</td>
<td>78</td>
<td>88</td>
<td>84</td>
<td>83</td>
</tr>
</tbody>
</table>

Table 4.6: Fault detection comparison for 4 structures.

Simulations show that if we model the short defects with larger resistances (e.g., 1K-10K) this technique is still effective.

In the test circuit, the sizes of $N_{t2}$ and $P_{t3}$ transistors (the first inverter) determine the required voltage at $V_{gnd}$ which can lead to a fault detection, while the size of $N_{t4}$ determines the maximum allowable $I_{DDQ}$. Thus, depending on the commercial fault coverage. We have counted every possible fault. Our fault coverage report is the first of its kind.
plexity of the main circuit, the widths of $N_{t2}$ and $N_{t4}$ can be adjusted for correct operation of the test circuit.

Applying the proposed technique has the following effects on the normal behavior of the circuit:

- The output voltage, corresponding to the ZERO level ($V_{OL}$) increases by only 80 mV. The $V_{IH,min}$ and $V_{IL,max}$ values remain unchanged. As a result, there is not a noticeable degradation in noise margin.

- In BiCMOS structures employing two bipolar transistors (i.e. conventional and full-swing), there is no observable increase in the delay characteristics because the bipolar transistors which drive the output capacitance remain unchanged. For BiNMOS and CMOS structures, there is a small delay overhead which can be minimized if $N_{t4}$ is chosen appropriately.

- There is an area penalty due to the added devices and the two extra pins required for $\text{init}$ and $t_{out}$. However, the penalty associated with this test circuit is not significant for a VLSI circuit, because a test circuit can be used for several independent stages. If a circuit is large enough to need more than one test circuit, a single $\text{init}$ can be used for all test circuits, and the local $t_{out}$ outputs can be applied to a CMOS NAND gate to make a single test output.

- No DC power is dissipated in the test circuit, because it is fully CMOS. Also, the transistor $Q_t$ which is on in initialization mode does not contribute excessive power, because it is in the saturation region at steady-state situations (for CMOS structure, the NMOS transistor which replaces $Q_t$ will be in linear region, with no power dissipation). For the conventional BiCMOS NAND gate, the steady-state power dissipation increased from 0.3nW to 0.5 nW. For
a more complex system with a higher power dissipation, the increase will be quite insignificant, because only one test circuit will be used for the circuit. It is also possible to use an NMOS transistor instead of $Q_t$ for all structures. This will significantly reduce the additional power, by compromising for either delay or area overheads.

These overheads can be well justified by the enhanced testability of the circuit.

### 4.4 Medium Size Logic Circuits

We have explained how the proposed $I_{DDQ}$ test circuit works and compared its performance with those available in the literature. Advantages and disadvantages have been outlined. This comparison is limited to the functionality of the test circuit for the following reasons.

Automated Test Pattern Generation programs have been developed to find test vectors for $I_{DDQ}$ fault detection purposes. Such test patterns have been graded 92% [146], 97% [155], and 98% [138]. Fault coverage reported by ATPGs is not the same as fault coverage reported for actual hardware\(^2\).

Many published results on $I_{DDQ}$ faults do not provide exact transistor sizes or the schematic diagram of the circuit under test. Moreover, there is no benchmark for $I_{DDQ}$ fault testing.

Injecting $I_{DDQ}$ faults on a fabricated chip and testing the chip for $I_{DDQ}$ fault using DFT techniques is not helpful since each injection requires one chip being  

\(^2\)We noted in Section 3.3.1 that 100% fault coverage obtained using a ATGP may not be 100% actual fault coverage.
fabricated. This is not practical, and for this reason, there is no fault coverage reported in the literature today on this basis.

Obtaining fault coverage using \( I_{DDQ} \) fault injection on a circuit at the simulation level is also difficult. This means that a faulty circuit should be simulated using SPICE. The fault coverage is obtained after simulation is performed for each \( I_{DDQ} \) fault. This is tedious as it has to be done manually. For this reason, there is no fault coverage reported in the literature for \( I_{DDQ} \) fault testing using DFT testing techniques. To the best knowledge of the author, DFT fault coverage for \( I_{DDQ} \) faults has been reported in this dissertation for the first time.

We have selected three circuits for fault simulation which satisfy the following conditions.

- **Medium Size Circuits**: Since HSPICE simulation should be carried out for each line stuck-at fault which causes increased \( I_{DDQ} \), we have selected medium size circuits.

- **Modularity**: In order to simplify data entry for HSPICE, we have used modular designs. Such designs are easily duplicated in HSPICE entry file giving us an opportunity to increase the size of the circuit as we wish. This will allow us to observe relationships between test circuit and circuit under test in terms of area overhead and fault coverage.

- **Input Criterion**: We have proposed \( I_{DDQ} \) testing technique which works online, and there is no need for ATPGs. Since we have simulated faulty machines for each input combination to test the design exhaustively, we have selected designs which have only a few inputs.

An 8-bit parallel binary full-adder [116], an 8-bit digital multiplier [116], an
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ALU (74181), and an 8-to-256 decoder\(^3\) [116] are the subjects for our \textit{I}_{DDQ} testing.

The simulation has been carried out as the following steps describe.

- The logic designs have been changed to include only 2-input NAND gates and inverters.

- Gate-level designs have been transformed to transistor-level designs using CMOS NAND gates and CMOS inverters. NMOS and PMOS transistor sizes are the same as the ones we considered in this Chapter.

- We have considered fault-free input signals. All possible input combinations have been employed at the inputs using phase shift technique\(^4\) similar to the inputs we applied for NAND gate simulations. This allows us to manage an exhaustive testing.

- We have injected single line stuck-at faults and short faults and enumerated \textit{I}_{DDQ} faults by monitoring the power supply current. This is performed without a test circuit.

- We have connected our proposed \textit{I}_{DDQ} test circuit between virtual ground and actual ground, and simulated the circuit with single stuck-at faults. The only output monitored was \(t_{out}\). (The primary outputs have been ignored.) A fault is detected if \(t_{out}\) is zero, and the fault is not detected if \(t_{out}\) is one.

Table 4.7 provides simulation results.

We have been able to make the following observations through simulations.

Observation 1: Our \textit{I}_{DDQ} test circuit works based on the observation of supply

\(^3\)An 8-to-256 decoder is constructed using seventeen 4-to-16 decoders.

\(^4\)Other possible techniques are \textit{frequency division} and counter.
current and it is independent of the voltage levels of internal nodes or primary outputs.

**Observation 2:** The area overhead is linearly proportional to the size of the circuit. We have used one proposed $I_{DDQ}$ test circuit (two CMOS inverters) per nineteen 2-input CMOS NAND-gates. This is roughly 5.2% increase in area overhead. The transistor sizes for the test circuit are selected by trial and error, and we speculate that this area overhead could be reduced. However, this area overhead is little price to pay to gain high $I_{DDQ}$ fault coverage without the price of test generation attached.

**Observation 2:** The structure of a group of nineteen NAND gates have the same static and dynamic supply currents when the same number of transistors in the circuit under test is turned on or off. That is why we speculate that the fault coverage obtained would be roughly 99.5% for VLSI circuits. This speculation can best be visualized using a dual adder (multiplier) where the corresponding inputs of 8-bit adders (multipliers) are tied together. Any change that happens in one adder (multiplier) is duplicated and detected in the other part as well. Like other proposed $I_{DDQ}$ testing techniques, partitioning should be used to deal with VLSI circuits. However, our proposed $I_{DDQ}$ test circuit has only four transistors which is very small compared to 23 NMOS and PMOS transistors proposed in [115] or 12 NMOS and PMOS transistors in the $I_{DDQ}$ test circuit proposed in [45].
4.5 Conclusions

In this chapter, we have characterized the effects of physical defects on different PUPD BiCMOS families. Our study confirms that the traditional stuck-at and delay fault models are not adequate for modeling the fault behavior of BiCMOS families. In order to achieve a high defect coverage, $I_{DDQ}$ testing must also be employed. We presented a new design-for-testability technique for BiCMOS/BiNMOS/CMOS logic gates that results in a high coverage for shorts and bridging faults. It eliminates the need for fault excitation or propagation. The voltage levels of internal nodes remain in their defined logic level range of ZERO or ONE in fault-free circuit. The impact of this circuit modification on the behavior of the circuit in normal mode has been shown to be insignificant.
Chapter 5

Delay Faults in Asynchronous Circuits

Theorems 4.1, 4.2, 4.3, and 4.4 in Chapter 4 state that the set of "delay faults", "stuck-open faults", and "$I_{DDQ}$ faults" is an adequate fault set to detect faults (stuck-at faults included) in a CMOS circuit. The fault characterization, reported in Chapter 4, showed that most open defects result in either a delay or a stuck-open fault. Short defects, on the other hand, most frequently result in an $I_{DDQ}$ fault and/or intermediate output. Short defects and their effects on BiCMOS circuits were studied in Chapter 4, and a DFT technique was proposed for facilitating the detection of these defects. This chapter deals with delay and stuck-open faults, and presents a novel DFT technique for detecting them. We show that the modified version of this technique is capable of detecting short defects too.

We distinguish concurrent and on-line testing techniques using the following definitions.

Definition 5.1 The previous or current value of the output need not be known for
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detecting the fault in a concurrent testing technique. However, the circuit may or may not operate in normal mode while testing is performed.

Definition 5.2 We call a testing technique on-line if the testing is performed while the circuit is in normal mode of operation.

Occasionally, the faulty node should be excited by a test vector, and/or its faulty behavior should be propagated to the primary output. To attain this goal, one or two test vectors are devised using test generation algorithms, and applied to the primary inputs of the circuit. The testing is achieved if it begins after the normal operation of the circuit is halted. Such a testing technique is neither concurrent nor on-line. On the other hand, there are testing techniques [58, 60, 64] which operate using the physical characteristics of the faulty node, and do not rely on exciting (or propagating) the fault. However, these techniques may detect the fault if the circuit is not functioning in normal mode. This class of testing technique is considered to be concurrent in this Chapter. If the faults in the circuit are detected as they occur in normal mode of operation, the testing technique is on-line.

The rest of this chapter is organized as follows: Section 5.1 reviews delay faults and the importance of detecting them. It also discusses the drawbacks of the techniques proposed in [58, 60, 64] for detecting this fault. In Section 5.2, we present a DFT technique which is free from similar shortcomings. Stuck-open and intermediate output faults are the subject of Section 5.3. Fully testable CMOS designs are discussed in Section 5.4. HSPICE simulation results are given in Section 5.5. Generation of controlling signals for asynchronous circuits are discussed in Section 5.6. Their faulty behaviors are explained in Section 5.7. The test results for medium size circuits are reported in Section 5.8. Conclusions are provided in Section 5.9.
5.1 Delay Faults in BiCMOS Circuits

It was mentioned in Chapter 3 that some defects do not change the functional behavior of the circuit, and only increase the propagation delay of the circuit from the specified limit. The result is a delay fault, which may manifest itself as a "slow to rise" or a "slow to fall" transition. It is important in high-speed applications to detect delay faults to ensure that the circuits work as intended. Also, it has been shown [111] that even those delay faults which are not important in a particular application may cause functional problems and create logical faults in BiCMOS circuits. Thus, delay fault testing is of great importance. The simplest form of delay testing is to apply pseudo-random patterns to the circuit under test (CUT) at a desired speed. This method requires very long test lengths to achieve an acceptable fault coverage [164]. The other drawback of this method is that tests can be invalidated by delays in other parts of the circuit. A test that detects a delay fault of a certain size does not necessarily detect faults that have longer or shorter delays [64].

The analyses described in Chapter 4 supported the results reported in the literature [106, 111, 129-131, 160] that most open defects manifest themselves as delay faults. However, a few short defects also result in a delay fault. These analyses further revealed that as the redundancy of BiCMOS structures increases, less open defects can be detected by stuck-open tests. In order to detect these defects, delay testing must be performed.

Delay faults appear as one of the seven alternatives shown in Figure 5.1. Graph "a" shows a fault-free output signal, in a high-to-low transition. The waveform in graph "b" is slow-to-fall. Although it starts its transition as early as the fault-free signal, it requires much more time to reach its final value. The waveform depicted
in graph "c" does its high-to-low transition as fast as the fault-free signal. However, there is a time delay \((t_3 - t_1)\) before it starts the transition. The waveforms in graphs "a", "b", "c", and "d" show high-to-low transitions. Similar malfunctionings can occur in a low-to-high transition. \((t_3 - t_1)\) in case "d" is too late. The sampling
clock has changed its logic value and the testing phase is terminated already. The waveform in graph “e” shows an intermediate voltage value which cannot be verified as either ‘1’ or ‘0’. While graph “f” shows stuck-at 1, graph “g” shows stuck-at 0. The waveforms in graphs “e”, “f”, and “g” can be interpreted as a delay fault with infinite delay. Although test pattern generation for stuck-at faults is different than that of delay faults but similar in many ways, graphs “e”, “f”, and “g” suggest that these faults can be detected by the test patterns employed for delay fault detection. We show that a delay fault testing technique that detects fault type “b”, may not detect fault type “c”. There are cases where the delay fault technique detects types “b” and “c”, but not “e”, “f”, or “g”.

In either of the cases “b” and “c” as depicted in Figure 5.1, the faulty output finally reaches the correct value. However, if the output is observed at an appropriate time (at the maximum acceptable normal delay), the fault can be detected. To detect a delay fault, a two-pattern test is applied to create and propagate signal transitions along the path to be tested. The first input vector initializes the output to a known state. The circuit is allowed to stabilize under this input vector. At time $t_1$, the second input vector is applied such that the output changes to the opposite logical level in the fault-free circuit. The output is sampled at time $t_2$, where $\delta = (t_2 - t_1)$ corresponds to the maximum acceptable delay for the fault-free operation. The clock frequency is proportional to the inverse of $\text{max}(\delta)$. If the output does not reach the opposite logical level in the presence of any of the two types of faults, then the fault can be detected.

Two-pattern tests have been widely used for testing stuck-open and delay faults in logic circuits. However, they can be invalidated by circuit delays, hazards, and timing skews [92, 154]. As a result, there have been some efforts to eliminate the need for them. One such effort, is the design-for-testability technique proposed
in [60, 64], described in Chapter 3. This technique suffers from the following shortcomings:

- This method is capable of detecting delay faults only in the presence of hazards in the CUT response. If all the outputs have single transitions, the delay fault remains undetected. We simulated the proposed circuit shown in Figure 3.11 and observed that with careful selection of transistors width-to-length ratios, it is possible to detect slow-to-fall signals even for single transition outputs. However, slow-to-rise signals cannot be detected because output M in Figure 3.11 can be discharged to 0 only if out; makes a transition from 1 to 0.

- Node M of Figure 3.11 does not go all the way down to 0 V, because PMOS transistors are imperfect switches when passing a 0. This is due to the fact that a PMOS transistor with gate node at voltage 0, begins to turn off when the output voltage reaches $V_{tp}$ (threshold voltage). Similarly, NMOS transistors are imperfect switches when passing a ONE, because an NMOS transistor with gate at $V_{DD}$ ceases conducting when its output reaches $V_{DD} - V_{tn}$. Therefore, the output does not go lower than $V_{tp}$. Our simulations show that M in Figure 3.11 does not discharge below 1.5 V. This, reduces the noise margin and may cause difficulties in fault detection.

Another design-for-testability technique is proposed in [58] and is shown in Figure 3.12. The method has several drawbacks.

- The authors have pointed out that their delay test circuit fails to detect an existing fault if skews happen in the transitions of $\Phi_1$ and $\Phi_2$. Such behavior is expected either due to the presence of clock skews, or the delay associated
with the inverter which generates \( \Phi_2 = \overline{\Phi}_1 \). The authors have also shown that glitches at the test circuit nodes can invalidate the results.

- The presented method also needs ratioed capacitors.

- The method can detect one type of faults which causes a delayed transition (see Figure 5.1 (c)). Type "b" is not detected by this method.

### 5.2 Proposed DFT Technique for Delay Fault Detection

We propose a new DFT technique for detecting delay faults, which does not suffer from the shortcomings of the techniques presented in [58, 60, 64]. We adopt their approach of observing the output waveform between the samples instead of only latching the output at sampling time. This will ensure that our method will not be invalidated by excessive delays. However, in the proposed circuit, the generation of the error signal is not based on the current drawn during the transition. On the contrary, it is based on charging or discharging an internal node to a logic level. Like the techniques proposed in [58, 60, 64], we monitor any changes in logic value of the internal node. The proposed technique is graphically depicted in Figure 5.2.

Figure 5.2 shows the similarities and differences between our proposed technique and those proposed in [58, 60, 64]. Here, the control signal \( \Phi_1 \) or \( \Phi_2 \) is positioned in the middle and the circuit signal is distributed to the uppermost PMOS and the lowest NMOS transistors. The circuit in Figure 5.2 (a) operates as follows. \( \Phi_1 \) is *high* and \( \Phi_2 \) is *low* in normal mode of operation. This would create a short
Figure 5.2: Proposed concurrent checkers for delay faults: (a) using two control signals $\Phi_1$ and $\Phi_2$, (b) using $\Phi_1$ only, (c) using $\Phi_2$ only.

path between $O_u$ and $O_d$, and the the test circuit operates like a CMOS inverter. Regardless of what $S$ is, $O_d$ and $O_u$ have the same logic values, which is the inverted value of signal $S$. The rising transition of $\Phi_1$ or the falling transition of $\Phi_2$ marks the end of the maximum delay in the fault-free circuit ($t_2$ in Figure 5.1). Therefore, when $\Phi_1$ changes to low or $\Phi_2$ changes to high, all the output signals of the fault-free circuit have already stabilized to their final values. At $t_2$, both transistors $P_2$ and $N_2$ are turned off. At this time, one of the nodes $O_d$ or $O_u$ becomes floating, and tends to maintain its previous value. Since there is no delayed transition of the signal $S$ after time $t_2$ in the fault-free case, $O_d$ and $O_u$ keep their previous values.

In a circuit with excessive delay, however, one of the outputs will change after the expected time, $t_2$. As a result, the state of the $P_1$ or $N_1$ transistor will change. This will cause the logic value to change in one of the nodes $O_d$ or $O_u$, i.e., either $O_d$ or
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$O_u$ will assume a value other than its previous value. As a result, $O_d O_u$ will either be 01 or 10. The difference in logic values of $O_d$ and $O_u$ is detected by an XOR circuit.

Figures 5.2 (b) and (c) operate on a similar basis. They intend to provide a short path between $Out$ and either of $O_d$ or $O_u$ in normal mode, and disconnect $P_1$ from $N_1$ in test mode. None of these techniques need ratioed capacitors, and glitches on $\Phi_1$ or $\Phi_2$ would not have any effect on testing results. As an example, consider Figure 5.2 (a). As soon as either of $\Phi_1$ or $\Phi_2$ changes its normal mode logic value, the uppermost and the lowest transistors are disconnected and the circuit is ready for fault inspection. Figures 5.2 (b) and (c) offer less area overhead compared to that of Figure 5.2 (a) because they have one transistor less, and the generation of the inverted control signal value is prevented. We recommend Figure 5.2 (b) since NMOS transistors tend to operate faster and introduce little voltage drop while they are on.

We propose test circuits for CMOS circuits which work on the same principles, see Figure 5.3. We have adopted the structure in Figure 5.3 (b) for the rest of this Chapter since it introduces less area overhead, and has less loading effect on normal operation of the CMOS circuit.

When input patterns in CMOS circuits are such that the output tends to become ONE, the n-part is turned off, creating a high impedance between the output node and the ground. This permits the output node to take any new voltage value or keep its previous voltage level. At the same time, the p-part provides a short path between the output node and $V_{DD}$ charging the output capacitor to logic ONE. Similar events happen when the output tends to become ZERO. While the p-part is presently off, a discharging path for the output node is provided through the n-part to the ground. Although both parts are on for a short time while the output is
Figure 5.3: Proposed concurrent checkers for delay faults: (a) using two controlling signals $\Phi_1$ and $\Phi_2$, (b) using $\Phi_1$ only, (c) using $\Phi_2$ only.

in transition, it should not last long for a fault-free circuit. We will investigate the performance of the circuit shown in Figure 5.3 (b) in Section 5.4 where we design a fully testable CMOS design. Let us illustrate the circuit operation for delay fault testing using an example.

Let us assume that at $t < t_3$, the voltages at nodes $Out$ and $O_d$ are at $V_{DD}$ and $\Phi_1$ is high. We further assume that the inputs are applied long ago so that $Out$ and $O_d$ are supposed to fall (see Figure 5.1.c) in fault-free circuit at or before $\Phi_1$
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changes to ZERO, i.e., the p-part is off and the n-part is on at \( t_2 \). Since there is no delayed transition of the output signal after time \( t_2 \) in the fault-free case, \( Out \) and \( O_d \) will keep their previous values. The p-part turns off at \( t_3 > t_2 \) if a delay fault exists. At this time, node \( Out \) becomes floating, and tends to maintain its previous value, which is ONE in this example. The n-part, on the other hand, turns on and discharges \( O_d \) to ZERO. This provides a difference in the logic values of \( Out \) and \( O_d \) which is detected by an XOR and a delay fault is announced.

A stuck-open fault can be interpreted as a delay fault with infinite delay. This, suggests that it can be detected by the means employed for delay fault detection. However, the concurrent delay checker presented in this Section is not capable of detecting stuck-open faults, because it responds to the delayed transition of the signal under test. If the signal does not make any transition for a test vector (which is the case for stuck-open faults), it will remain undetected with this method. Therefore, it is necessary to devise a DFT technique for detecting stuck-open faults.

The following Sections demonstrate that the technique mentioned above, if modified, is capable of detecting stuck-open, stuck-on, inconclusive voltages, and \( I_{DDQ} \) fault. We prove that the proposed technique also provides single and multiple fault detection at the expense of a little area overhead.

5.3 Detecting Stuck-Open Faults

The DFT technique presented in Chapter 4 results in a high coverage for short defects and bridging faults in BiCMOS circuits. Its inability to detect most open defects is compensated by the concurrent BIST technique presented in Section 5.2 for delay fault detection. While the first technique targets the short defects, the second technique attempts to detect the open defects which normally result in
delay faults in CMOS/BiCMOS circuits. The stuck-open fault occurs when the output becomes floating (not connected to either $V_{DD}$ or GND via a conducting path). Therefore, the output remains at its previous value. So, for an input vector that excites a stuck-open fault, the faulty output is different from the fault-free output. Thus, the standard method for detecting stuck-open faults is to apply two-pattern test vectors and observe the output. However, generation of robust two-pattern tests (which are not invalidated by timing skews) is a complex process. The requirement of large CPU times makes the test generation very costly. It is also possible that a combinational circuit may not have any two-pattern robust sequence [154].

5.3.1 Proposed DFT Technique for Stuck-open Fault Detection

The basic idea of the proposed technique is to apply a test signal to the output such that it undergoes a consequent transition in case of a stuck-open fault. The concept of applying an external signal to the output is an adaptation of the design method presented in [92,130,144]. Similarly, our proposed circuit does not need two-pattern test vectors. Therefore, it cannot be invalidated by timing skews, delays, glitches, or charge sharing among the internal nodes. Figure 5.4 shows the concurrent circuit for stuck-open fault detection. It consists of two NMOS transistors $N_3$ and $N_4$, which are used for generating a transition on an output affected by a stuck-open fault. The operation of the circuit is based on the fact that $Out$ and $O_d$ have equal logic values in the fault-free circuit. These outputs will not be affected if they are momentarily connected to a weak signal. However, if the circuit has a stuck-open fault, both the p-part and the n-part show high-impedance states if the input
vector excites the fault and propagates it to the output. Therefore, a weak signal can overdrive the output. These weak signals are applied via $N_3$ and $N_4$ which are controlled by the sampling clock, $\Phi_2$.

The dimension of $N_3$ and $N_4$ should be chosen such that the on-resistance of these transistors are considerably higher than that of the pull-up or that of the pull-down network. In general, minimum-size transistors are sufficient for this purpose.

$O_d$ does not charge to full $V_{DD}$ when $\Phi_2$ is high because an NMOS transistor does not transfer ONE efficiently. Although it is possible to avoid this performance degradation by using a PMOS transistor instead of NMOS, we do not recommend it, because the voltage degradation in $O_d$ does not create any major problem in the operation of the circuit. On the contrary, it is helpful as Table 5.3 shows. If a PMOS transistor is used instead of the NMOS transistor, the complementary signal $\bar{\Phi}_2$ will be required. However, this is the same as $\Phi_1$. 

Figure 5.4: Proposed concurrent stuck-open detector.
In normal operation, $\Phi_1$ is high and $\Phi_2$ is low; therefore, the main output is not affected by the test circuit. In test mode, $\Phi_1$ falls to ZERO and turns off $N_2$. Then, $\Phi_2$ goes to high value and turns on both the $N_3$ and $N_4$ transistors. A floating $Out$ ($O_d$) will change to ZERO (ONE). There are two scenarios in the fault-free circuits. If $Out$ and $O_d$ are both ONE, the n-part is off. This will leave $O_d$ floating. $N_3$ will charge $O_d$ to high logic value. At the same time, the p-part is on. This provides a short path between $Out$ and $V_{DD}$. Although $N_4$ is on, it cannot overdrive $Out$ to ZERO since its $on$-resistance is much higher than that of the p-part. Therefore, both $Out$ and $O_d$ will tend to be high in the fault-free circuit. If there is a stuck-open fault which is excited by the input patterns, then both pull-up and pull-down networks are off, showing high impedance between their two terminals. In this situation, $N_3$ will drive $O_d$ to ONE and $N_4$ will drive $Out$ to ZERO. Therefore, the fault is detected using a logic gate. Similar behavior is explained if $Out$ and $O_d$ were originally ZEROs. This analysis also suggests that the output value need not be known. *This eliminates the requirement of the test-pattern generation procedure.*

For each input signal applied to the circuit in normal mode, the circuit will switch to test mode after the output has had enough time to stabilize in the fault-free case, and any occurrences of stuck-open faults will be detected.

### 5.4 Fully Testable CMOS Designs

In this Section we further improve our test circuit to provide a fully testable CMOS design. Table 5.1 summarizes all possible faulty and fault-free functional behaviors of $Out$ and $O_d$ if the structure of Figure 5.4 is used. Transistors $N_3$ and $N_4$ have no effect on normal operation of the fault-free circuit regardless of whether $\Phi_1$ is high or low. Therefore, the controlling signal $\Phi_2$ may have any logic value at any time.
However, to minimize the power dissipation, we have chosen $\Phi_2$ to be low when $\Phi_1$ is high. This will further facilitate the use of on-line $I_{DDQ}$ test circuit proposed in Chapter 4. On the other hand, $\Phi_2$ must be low for delay fault testing. We can choose $\Phi_2$ so that $\Phi_2 = \Phi_1$ for stuck-open and $I_{DDQ}$ fault testing. We can generate this signal through an odd number of inverters to create a time gap long enough for the purpose of the delay fault testing.

We have discussed the behavior of the test circuit proposed in Figure 5.4 at the presence of delay and stuck-open faults in Sections 5.2 and 5.3.1. This test circuit is also capable of detecting $I_{DDQ}$ faults which may not be detectable through supply lines. Only one of the p-part or the n-part is on and the other part is off in the fault-free circuit. However, both parts tend to create a short path between their two terminals in the case of an $I_{DDQ}$ fault: i.e., the p-part tends to charge $Out$ to $V_{DD}$, and the n-part tends to discharge $O_d$ to ZERO. The $I_{DDQ}$ fault is announced at the combination ($Out = 1, O_d = 0$).

Our fully testable CMOS design is schematically illustrated in Figure 5.5. Signal $Out$ is connected to $N_5$ and $P_6$. Similarly, signal $O_d$ is connected to $P_5$ and $N_6$. 

<table>
<thead>
<tr>
<th>$\Phi_1$</th>
<th>$\Phi_2$</th>
<th>p-part</th>
<th>n-part</th>
<th>$Out$</th>
<th>$O_d$</th>
<th>Observation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>x</td>
<td>on</td>
<td>off</td>
<td>1</td>
<td>1</td>
<td>Fault-free</td>
</tr>
<tr>
<td>0</td>
<td>x</td>
<td>off</td>
<td>on</td>
<td>0</td>
<td>0</td>
<td>Fault-free</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>off→on</td>
<td>on</td>
<td>0→1</td>
<td>0</td>
<td>Delay fault</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>on</td>
<td>off→on</td>
<td>1</td>
<td>1→0</td>
<td>Delay fault</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>off</td>
<td>off</td>
<td>0</td>
<td>1</td>
<td>Stuck-open</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>on</td>
<td>on</td>
<td>1</td>
<td>0</td>
<td>$I_{DDQ}$ fault</td>
</tr>
</tbody>
</table>

Table 5.1: Faulty and fault-free behaviors of CMOS circuits at $t_3 > t_2$. 
Figure 5.5: Proposed fully testable CMOS design.

Figure 5.5 shows only two set of signals \((Out, O_d)\) and \((Out', O'_d)\), while in a complex sequential circuit any set of outputs \((Out, O_d)\) representing the states of the primary outputs of each CMOS block can be tested by the above circuit. One NMOS transistor \(N_1\) is used to create a short path between \(V_{gnd}\) and the actual ground, and to reset the current sensor during the normal operation. The current sensor
which is a combination of two inverters as explained in Chapter 4 is employed for generating the error signal. One transistor $N_1$ and one current sensor are used to serve many CMOS blocks for testing purposes. The test circuit as shown in Figure 5.5 does not require the complement of any of the output signals.

The circuit operates as follows. $\Phi_1$ is high and $\Phi_2$ is low in normal mode. $N_1$ is on and $V_{\text{gnd}}$ is initialized to ZERO. $\Phi_1$ switches to low in test mode after the output signal has had enough time to stabilize. If the circuit is fault-free, $Out$ and $O_d$ have the same logic value, and they tend to preserve it. $P_5$ ($P_6$) is not on concurrently with $N_5$ ($N_6$). The leakage current is negligible, and the output of the

![Diagram](image)

**Figure 5.6**: Alternative solutions for the current sensor: (a) using a NOR gate, (b) using one inverter.
current sensor is high. At the presence of any fault, $Out$ and $O_d$ will have opposing logic values. This, in turn, will provide a short path between $V_{DD}$ and $V_{gnd}$ through either $(P_5, N_5)$ or $(P_6, N_6)$. The excessive current is, then, detected by the current sensor, and the error signal becomes low. This will, in turn, disconnect $V_{gnd}$ from actual ground preventing excessive power dissipation.

Alternative solutions are presented in Figure 5.6. The current sensor is replaced in Figure 5.6 (a) by a CMOS NOR gate. This will increase area overhead by almost 100% as the NOR gate is used for each CMOS stage separately, or a multiple input NOR gate is used. Favalli’s technique [58] is adopted in Figure 5.6 (b). This, however, suffers from the setbacks outlined earlier in Chapter 4.

Table 5.2 summarizes the operation of the test circuit for $t_3 > t_2$. An intermediate output is produced when both pull-up and pull-down networks conduct, and neither can overdrive the other. As a result, the output lies in a region close to (but

<table>
<thead>
<tr>
<th>$\Phi_1$</th>
<th>$\Phi_2$</th>
<th>p-part</th>
<th>n-part</th>
<th>$Out$</th>
<th>$O_d$</th>
<th>$P_5$</th>
<th>$N_5$</th>
<th>$P_6$</th>
<th>$N_6$</th>
<th>Observation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>x</td>
<td>on</td>
<td>off</td>
<td>1</td>
<td>1</td>
<td>off</td>
<td>on</td>
<td>off</td>
<td>on</td>
<td>Fault-free</td>
</tr>
<tr>
<td>0</td>
<td>x</td>
<td>off</td>
<td>on</td>
<td>0</td>
<td>0</td>
<td>on</td>
<td>off</td>
<td>on</td>
<td>off</td>
<td>Fault-free</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>off→on</td>
<td>on</td>
<td>0→1</td>
<td>0</td>
<td>on</td>
<td>on</td>
<td>off</td>
<td>off</td>
<td>Delay fault</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>on</td>
<td>off→on</td>
<td>1</td>
<td>1→0</td>
<td>on</td>
<td>off</td>
<td>on</td>
<td>off</td>
<td>Delay fault</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>off</td>
<td>off</td>
<td>0</td>
<td>1</td>
<td>off</td>
<td>on</td>
<td>on</td>
<td>on</td>
<td>Stuck-open</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>on</td>
<td>on</td>
<td>1</td>
<td>0</td>
<td>on</td>
<td>off</td>
<td>on</td>
<td>off</td>
<td>$I_{DDQ}$ fault</td>
</tr>
<tr>
<td>0</td>
<td>x</td>
<td>on</td>
<td>on</td>
<td>X</td>
<td>X</td>
<td>on</td>
<td>on</td>
<td>on</td>
<td>on</td>
<td>Intermediate</td>
</tr>
</tbody>
</table>

Table 5.2: Faulty and fault-free behaviors of CMOS circuits at $t_3 > t_2$.  

outside) the two defined logic level. In this faulty case, both sets of $(P_5, N_5)$ and $(P_6, N_6)$ are conducting. This would produce excessive current which is detected
by the current sensor. The fault is detected regardless of whether \( N_3 \) and \( N_4 \) would overdrive the output or not. This implies that the proposed circuit can be used for detecting the defects which cause an intermediate output.

5.5 Evaluation

5.5.1 Delay Fault Testing

In order to evaluate the capability of the circuit in detecting delay faults, we used a conventional BiCMOS NAND gate (Figure 4.1) as the CUT. HSPICE simulations were done for all defects which cause a delay fault. Figure 5.7 shows the performance of the delay tester for the fault-free operation, as well as for \( \text{be}Q_1 \) (base-emitter short in transistor \( Q_1 \)) defect. This defect, as described in Chapter 4, results in a slow-to-rise output. The fault is excited by any input pattern which causes a low-to-high output transition. Graph “a” shows the inputs \( in_1 \) and \( in_2 \). The sampling clock \( \Phi_1 \) is shown in graph “b”. It is high for all the period when the fault-free output (graph “c”) is allowed to have its changes, and becomes low after the maximum acceptable delay. For the fault-free output, the \( T_o \) signal constantly remains high, because there is no excessive current. A delayed output (graph “d”), however, makes all or part of its transition after \( \Phi_1 \) has become low. As a result, the \( T_o \) signal assumes a low level, and the delay fault is detected, as depicted in graph “d”.

As depicted in Figure 5.1, there are different types of delay faults. The delay fault shown in Figure 5.7-d is from type “b” in Figure 5.1. In order to observe a delay fault of type “c”, the inputs of a conventional BiCMOS NAND gate as shown in Figure 4.1 were tied together to form an inverter, and five such inverters were cascaded immediately after one conventional BiCMOS NAND gate, see Figure 4.1.
Figure 5.7: Delay fault detection using the concurrent checker. a) inputs, b) sampling clock, c) output and delay signal for the fault-free circuit, d) output and delay signal for the circuit with $beq_1$ defect. $T_o$ assumes a low voltage level for the delayed signal.

The last inverter was augmented with the proposed DFT circuitry. A defect was introduced in one of the gates to create a delay fault. Figure 5.8 shows the results of a simulation. As graph “c” shows, this type of delay fault is also detectable by the proposed DFT technique.

We repeated the simulations for other families (BiNMOS, full-swing BiCMOS,
Figure 5.8: Detecting delay fault (type "c") using the concurrent checker. a) sampling clock b) output and delay signal for the fault-free circuit, c) output and delay signal for the faulty circuit. "T_o" assumes a low level for the delayed signal.

and CMOS as shown in Figures 4.1, 4.2, 4.3, and 4.4). Simulations show that the proposed concurrent delay checker circuit is applicable to all mentioned families, and is capable of detecting all the delay faults as given in Tables 4.1, 4.2, 4.3, and 4.4.
5.5.2 Stuck-Open Faults

In order to evaluate the performance of the proposed scheme for detecting stuck-open faults, a conventional BiCMOS NAND gate is augmented with the mentioned structure. For each possible single defect (three shorts and three opens for each transistor), simulation was performed and the error signal was monitored. Figure 5.9 shows the result of HSPICE simulation for an $sP_1$ defect (source of $P_1$ is open).

The fault-free output changes from low to high when $in_1,in_2$ change from 11 to 01. The error signal remains high for all input vectors. The faulty output, however, assumes a high-impedance state and stays at its previous value or accepts new logic value. As a result, the fault is detected as shown in graph “d” of Figure 5.9. All stuck-open and inconclusive voltage values provided in Table 3.3 are detectable by this method.

Similar simulations were performed for other families (BiNMOS, full-rail BiCMOS, CMOS). The simulations showed that all the stuck-open and intermediate output faults are detectable by the proposed technique. The results obtained from simulations can be generalized by the following theorem:

**Theorem 5.1** By augmenting a CMOS/BiCMOS gate as shown in Figures 5.5 and 4.7, any single or multiple fault in the functional part can be detected concurrently if the test circuit is not faulty. The error signal is not invalidated by timing skews/delays, glitches, or charge redistribution.

*Proof:* In Section 5.5, it was shown that the test circuit, shown in Figures 5.2 or 5.3, has no effect on logic values of Out and $O_d$ if the circuit is fault-free. This would allow excitation of the fault in the next stage CMOS blocks through the primary
Figure 5.9: Stuck-open fault detection using the proposed BIST technique. a) inputs, b) control signal, c) output and error signal in the fault-free case, d) output and error signal for a stuck-open fault.

inputs. It was also shown that any single fault in the functional part is detectable. Similarly, if a multiple fault exists within one CMOS block, its faulty behavior is detected through the test circuit, or the fault is announced undetectable due to redundancy. There are two possible connections of CMOS blocks. They are either
connected serially, or they operate in parallel. In the case of serial connection, the first faulty CMOS block would switch the error signal. At the same time, the values of Out and $O_d$ are changed due to the fault, see Figure 5.5. Whether this combination of $(Out, O_d)$ excites the fault in the next CMOS block is not important since the fault is already detected. In the case of parallel connection of two CMOS block, the multiple fault is detected by both of the test circuits connected to them.

The previous or current value of the outputs need not be known for detecting the fault. A fault is announced if the output changes while $\Phi_1$ is ZERO. Hence, one does not need to set the circuit output to ONE or ZERO by applying input patterns generated by an ATGP. This eliminates the need for the generation of test vectors in CMOS structures. According to our definition, the testing is performed concurrently.

Since $\Phi_1$ goes to ZERO after all the internal signals are normally stabilized, no glitch should appear at the output. However, if some signals experience excessive delay faults, they may create a glitch at the output during testing (while $\Phi = 0$). This glitch may change the output momentarily, and a delay fault or stuck-open fault is announced. The outputs will change at the presence of other types of faults as well. The circuit is announced fault-free if, and only if, the outputs have equal logic values. QED.

It should be noted that an open defect in any of the additional transistors $N_5$, $N_4$, $P_5$, $N_6$, $P_6$, or $N_6$ of Figure 5.5 may or may not be detected in this design. They may also invalidate our test results. It can be shown that such a defect does not affect the normal circuit operation. The short defects in the test circuit, however, are detectable.

Applying the proposed technique has the following effects on the normal be-
behavior of the circuit: the output voltage levels of the circuit do not change for the fault-free circuit under normal-mode of operation. Speed performance is not degraded noticeably. The power dissipation of the circuit increases because either $N_3$ or $N_4$ try to overdrive one of the outputs in the fault-free circuit. This increase is in an acceptable range ($\leq 15\%$) as shown in Table 5.3. Although it may seem as if the only disadvantage of this technique, compared to the previous ones ([92, 130, 144]), is its area overhead, this is not the case if we compare the area overhead attributed to this technique with that of all previously proposed counterparts combined for detecting different types of faults. Our test circuit shares many transistors to perform fault detections, and the increase in testability is quite significant.

Table 5.3 shows the relative amounts of the mentioned overheads for two conventional BiCMOS circuits. The first is a two-input NAND gate. The second is a ring-oscillator, consisting of eleven cascaded NAND gates. The last NAND gate in the ring-oscillator is augmented by the circuit shown in Figure 5.5.

It can be seen that the change in the output voltage levels in the normal mode is quite insignificant. Since the test circuit tries to drive the output to the opposite level, the output will deteriorate. The area increase for the simple NAND gate is not in an acceptable range, but it should be noted that for a circuit which is more complex than a simple NAND gate, this overhead decreases significantly. Table 5.3 shows that there is a very small penalty associated with the proposed technique, especially as the complexity of the CUT increases. However, the fault coverage obtained is quite significant.
### Table 5.3: Effects of the DFT technique for delay/stuck-open fault detection on the circuit parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Change</th>
<th>NAND</th>
<th>Ring-oscillator</th>
</tr>
</thead>
<tbody>
<tr>
<td>VOL</td>
<td>Normal mode</td>
<td>+ 60 mV</td>
<td>+ 60 mV</td>
</tr>
<tr>
<td></td>
<td>Test mode</td>
<td>+ 200 mV</td>
<td>+ 200 mV</td>
</tr>
<tr>
<td>VOH</td>
<td>Normal mode</td>
<td>- 60 mV</td>
<td>- 60 mV</td>
</tr>
<tr>
<td></td>
<td>Test mode</td>
<td>- 250 mV</td>
<td>- 250 mV</td>
</tr>
<tr>
<td>Delay</td>
<td></td>
<td>+ 2%</td>
<td>+ 0.2%</td>
</tr>
<tr>
<td>Device count (area)</td>
<td></td>
<td>+ 200%</td>
<td>+ 16%</td>
</tr>
<tr>
<td>Average power</td>
<td>Normal mode</td>
<td>+ 8%</td>
<td>+ 3%</td>
</tr>
<tr>
<td>(@160 MHz)</td>
<td>Test mode</td>
<td>+ 15%</td>
<td>+ 12%</td>
</tr>
</tbody>
</table>

#### 5.6 Generation of $\Phi_1$

$\Phi_1$ and/or $\Phi_2$ in the proposed checker can be created in synchronous circuits from the master clock with a simple circuit. For asynchronous circuits, on the other hand, it is generated using the handshaking signals, which control the maximum limit for acceptable delay as well. Figure 5.10 (a) provides the controlling signals based on two-phase protocol explained in Chapter 2, and demonstrated in Figure 2.7. Figure 5.10 (b), on the other hand, replaces $\Phi_1$ and $\Phi_2$ for four-phase protocols. $Ack_{ci}$ in Figure 5.10 (c) is the acknowledge signal in stage $i$ of the micropipeline, whereas $Req_{ci-1}$ is the the request signal in stage $(i - 1)$. 
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![Diagrams of circuit with labels](image)

Figure 5.10: Availability of controlling signals in asynchronous circuits: (a) in two-phase protocol, (b) in four-phase protocols, (c) in micropipelines.

### 5.7 Faults on \( \Phi_1 \) and \( \Phi_2 \)

Either \( \Phi_1 \) or \( \Phi_2 \) can be faulty. The following faulty behaviors have been studied.

1. If both \( \Phi_1 \) and \( \Phi_2 \) are stuck-at zero, transistors \( N_2 \), \( N_3 \), and \( N_4 \) in Figure 5.5 are off. The p-part is separated from the n-part even though the circuit under test is fault-free. \( \text{Out} \) and \( O_d \) in Figure 5.5 will have no effect on each other. Therefore, \( \text{Out} \) will charge to \( V_{dd} \) and \( O_d \) will discharge to GND at some point of time. Since their logic values are different, the remaining parts of the test circuit would detect the fault.

2. The fault \( \Phi_2 \) stuck-at zero is detectable when we turn off \( \Phi_1 \). The same situation as described by item \#1 would happen.
3. If $\Phi_2$ is stuck-at one and $\Phi_1$ is stuck-at zero, $N_3$ and $N_4$ are on while $N_2$ is off. When the p-part is active, there is a short path between $V_{DD}$ and the ground. This causes an increase in the static current which is provided by the power supply. Similar situation happens when the n-part is active. This fault, therefore, is detectable through $I_{DDQ}$ fault testing discussed in Chapter 4.

4. If $\Phi_2$ is stuck-at one, but $\Phi_1$ is fault-free, the fault is detectable as previous item describes when we set $\Phi_1$ to zero.

5. If both $\Phi_1$ and $\Phi_2$ are stuck-at one, the fault is detected as an $I_{DDQ}$ fault.

6. Transistor $N_2$ is always on if $\Phi_1$ is stuck-at one. This fault is not detectable.

The time accuracy of the sensing circuit and its sensitivity to possible hazards in the transitions of $\Phi_1$ and $\Phi_2$ have been studied by means of SPICE simulations. There are a number of scenarios as described next.

- If the hazards (static or dynamic) happen after the circuit under test is stabilized, the test circuit works as intended and the faults in the circuit under test would be detected.

- If the hazards happen before the circuit under test is stabilized, changes at the circuit output would be detected by the test circuit and the presence of fault(s) would be known.

Similar arguments are valid if $\Phi_1$ and/or $\Phi_2$ have delay faults. Hazards in the circuit outputs would also be detected in a similar fashion. (If hazards on $S$ occurs before $\Phi_1$ and $\Phi_2$ change states, the circuit is considered fault-free. Such hazards would be harmless to the functionality of the circuit under test. If hazards on $S$ occurs after $\Phi_1$ and $\Phi_2$ change states, the hazards would be detected by the test circuit. Note that we consider one fault at a time in this study.)
5.8 Medium Size Logic Circuits

Published papers on DFT techniques for testing delay faults and stuck-open faults include description of functional behavior of the test circuit. In this Chapter we have described our test circuit in detail and we have made comparisons based on the functionality of our test circuit with those available techniques. No fault simulation comparison is made since there are no benchmark circuits for the purpose of delay fault and stuck-open fault testing. Neither are there transistor sizes available in the literature to make a comparison based on experimental results possible. This is mainly because reporting fault coverage requires manually injecting the fault and simulating the response of the faulty circuit using SPICE.

For reasons mentioned in Section 4.4, we have selected an 8-bit parallel binary adder [116], 8-bit multiplier [116], and the ALU 74181. Simulations steps are the same as those explained in Section 4.4. The differences are outlined as follows.

- The final stage of the adder and multiplier circuits generate the final carry \( C_9 \). The longest path delay is from the primary inputs to \( C_9 \). This stage has been augmented using our test circuit for delay fault testing.

- The critical path in a decoder is relatively small compared to other samples we considered. We have considered the Carry Generate [116] (CG) circuit for an 8-bit Carry-Look Ahead adder [116]. The circuit function is described using the following equations.

\[
C_{i+1} = G_i + C_i P_i, \quad \text{where } P_i = A_i \oplus B_i \text{ and } G_i = A_i B_i
\]

Only one test circuit is used at the output of CG circuit.

- The test circuit is added to only one output of the ALU 74181.
Transistors $N_3$ and $N_4$ are removed from the test circuit during delay fault testing, and only $\Phi_1$ is applied.

The maximum delay of the critical path has been considered to estimate transitions on $\Phi_1$ signal. We assume that transition on $\Phi_1$ arrives as soon as the fault-free outputs are stabilized in the worst case scenario.

Only $T_o$ is observed.

Table 5.4 provides simulation results.

<table>
<thead>
<tr>
<th>Circuit structure</th>
<th>8-bit Adder</th>
<th>8-bit Multiplier</th>
<th>ALU 74181</th>
<th>8-bit CG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detectable delay faults (%)</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 5.4:Fault detection comparison for four MSI structures.

The reasons for this high coverage are explained in observations one and two.

**Observation 1:** The minimum delay caused by a delay fault (a transistor stuck-open or a stuck-at 0/1 which causes a transistor to be off during the simulation) is greater than the time response of the fault-free test circuit.

**Observation 2:** The maximum delay caused by a delay fault is as much as 20% of the time response of the fault-free circuit.

**Observation 3:** Hazards before and after transitions on $\Phi_1$ do not invalidate the test results. If the hazard occurs before a transition on $\Phi_1$ arrives, the circuit is considered fault-free. However, if the hazard happens after the specified delay for the fault-free circuit, it would cause the test circuit to respond, and a fault is detected.

**Observation 4:** Although delay faults are less pronounced in 8-bit Carry Generate circuit that those of decoder, the fault coverage is still 100%.
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The area overhead for delay fault testing is small if a single output is considered. There are ten transistors in the test circuit. This area overhead is equal to the area of 2.5 NAND gate. Since one current sensor circuit and one NMOS transistor (to reset the sensor) are used for multiple output testing, the area overhead would be roughly \( 1.25 \times \text{(number of outputs)} + 1.25 \) NAND gates. This figure does not take into account the circuit which generates \( \Phi_1 \). In practice, multiple output circuits interface with next-stage logic circuit through state-holding elements. Therefore, only one circuit is necessary to generate \( \Phi_1 \). If each output under test is handshaking with next-stage logic separately, there would be separate \textit{ack} and \textit{req} signals. Different \( \Phi_1 \)s are, therefore, generated using these controlling signals as described in Section 5.6.

The delay faults considered in our simulation include stuck-at faults which permanently turn off (or on) a transistor, and transistor stuck-open faults. Further simulation should be carried out for parasitic capacitors and the variations on transistor parameters which would change the time response of the circuit beyond acceptable range.

We have carried out simulations for stuck-open faults as well. \( \Phi_2 \) (\( \Phi_1 \)) is generated using a CMOS inverter. Table 5.5 shows the fault coverage for each design.

<table>
<thead>
<tr>
<th>Circuit structure</th>
<th>8-bit Adder</th>
<th>8-bit Multiplier</th>
<th>ALU 74181</th>
<th>decoder</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detectable delay faults (%)</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Table 5.5: Fault detection comparison for four MSI structures.

We have observed that many stuck-open faults manifest as delay faults. The area overhead for stuck-open fault testing is approximately three NAND gates for single output design.
Delay fault test circuit shares many transistors with stuck-open fault test circuit. If one test circuit is used to perform testing of both fault types, the area overhead is \(1.75 \times \text{(number of outputs under test)} + 1.25\) NAND gates. \(\Phi_2\) must be generated from \(\Phi_1\) through an odd number of CMOS inverters to allow delay fault testing performed before stuck-open fault testing begins.

5.9 Conclusions

In this chapter, we have proposed a DFT technique for detecting faults in BiCMOS, BiNOMOS, and CMOS circuits (combinational and sequential).

The CUT will be tested for faults concurrently with the normal operation. This is due to the fact that the error signal is created if any of the observed outputs makes a transition after \(\Phi_1\) becomes low and/or \(\Phi_2\) becomes high\(^1\). It is not important whether the transition is from low to high, or vice versa. The checker does not need to know the fault-free output voltage level for detecting the fault. Therefore, special test-pattern generation is not required for this method. The important consequence of these points is that the proposed technique can be used concurrently with the normal operation of the circuit to detect faults as they occur. This eliminates the difficult task of generating robust test patterns for fault detection.

In order to increase the range of the detectable faults, \(\Phi_1\) should change to ZERO as soon as possible (after the maximum acceptable delay), and should remain at this level for as long as possible.

There is an area penalty due to the added devices and due to the circuitry needed for generation of the main sampling clock \(\Phi_1\).

\(^1\)The transition on either \(\Phi_1\) or \(\Phi_2\) happens after the maximum specified delay is elapsed.
Simulations results of different realizations of NAND gates show the output voltage levels of the circuit remain unaffected, but the power dissipation increases slightly. The increase in power dissipation or the area overhead is negligible if the test circuit is used for a complex circuit in normal-mode operation.
Chapter 6

Initialization

6.1 Introduction

Two fundamental processes must be followed for testing sequential circuits. The first one is that vectors must be applied in the proper sequence in order to detect specific faults. If a sequence of input vectors $X(0), X(1), \cdots, X(n)$ detects a particular fault, then it is a test sequence for that fault. This order in the sequence has to be preserved in actual testing. The second one is that such a test sequence is effective if it is applied after a specific state, called the reference state.

The process of test vector generation for sequential circuits involves fault excitation and fault propagation using forward and backward processings. Fault propagation is to determine a state into which the circuit must be driven so that additional vectors can be applied to make the fault observable at a primary output.

There are two different techniques to find test vectors depending on how the reference state is considered. The first method is as follows. At the beginning stage of test generation, the ATPG needs to know the power-up state of the CUT so that
it can search for a sequence of vectors. When the power is applied, however, flip-flops, counters, shift registers, and other memory elements assume unpredictable states, and they must be set to known states before testing can begin. We can either initialize memory elements using an external point, see Figure 6.1 (a), or a power-up reset may be added to provide internal initialization, see Figure 6.1 (b). Relying on the power-up state for setting up its initial state requires power to be cycled before testing each fault.

In order to ensure that the machine starts at some proper state in synchronous circuits, most designers incorporate a reset signal for all memory elements. This general conception, however, does not necessarily guarantee that the state is known. Figure 6.2 shows a sequential circuit with one memory element. We assume the combinational circuit is simplified for a specific set of input logic values such that $Q'$ is connected to the input of the memory component which sets the output of the Flip-Flop to one. It is clear from this circuit that as soon as the reset phase is

![Diagram](image_url)
terminated, \( Q' \) becomes one, and forces \( Q \) to change from '0' to '1'. Therefore, it is not sufficient to provide memory elements with a reset signal, and assume that the state value is known.

![Diagram of an SR flip-flop with reset signal](image)

Figure 6.2: An example where reset signal may fail.

The second method to produce the reference state is applicable if the information about the power-up state is not available. The ATPG has to search for a sequence of vectors (called the *synchronizing sequence*) in order to apply to the sequential machine, and force it, irrespective of its starting state, to a known state. The starting state, in this method, acts as a reference state from which all test vectors for fault propagation are applied. Figure 6.3 shows a typical test vector set for a sequential circuit that contains many test sequences, each of which used for a specific fault(s) so that a complete testing of the circuit is carried out. It is, therefore, of great importance to make the synchronizing sequence as small as possible to achieve a shorter test sequence.

Testing of sequential circuits is usually divided into two distinct phases. In the first phase we apply an initialization sequence such that the fault-free and faulty-circuits are brought to known states. If the faulty circuit fails to be initialized then
Figure 6.3: A typical test vector set.

A fault is already detected. The output of the circuit is not important and can be ignored till the initialization phase is completed. In the second phase we apply a test sequence to both faulty and fault-free circuits and observe the primary outputs. If the responses are different then the presence of a fault in the circuit is detected. The second phase of testing is based on the assumption that the first phase for initializing the circuit is successfully completed.

Synchronous initialization techniques are not generally extended to asynchronous sequential circuits. This is because of the absence of a global clock which would cause races in the circuit when the initialization phase is terminated.

A sequence of test vectors is needed to drive the sequential circuit from any unknown states into a state required for propagating the fault effect to a primary output of the circuit. Depending on the circuit structure, such a sequence of vectors may exist for a circuit. If so, we call the circuit *initializable*. On the other hand, some circuit structures preclude the existence of such a sequence; we then call such circuits *non-initializable*. 
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Serious testing problems can occur for circuits that are not initialized from any arbitrary state into a known state. The most effective ATPG tool fails to generate tests for a non-initializable circuit. It is, therefore, important to produce initializable circuits.

Re-designing a logic circuit is proposed in [36], also discussed in Section 3.3.3, for a limited class of asynchronous circuits which have "don't cares" in their flow tables. The method suffers from several shortcomings. First, re-designing by reassigning "don’t cares" is not a reliable solution especially when there are no "don’t cares" to reassign. Secondly, the proposed re-designing technique may sacrifice minimal area or hazard- and race-free implementations. Finally, the enumeration technique is very time consuming and costly.

This Chapter provides a design technique which initializes a fault-free asynchronous sequential circuit to a known state regardless of whether memory elements exist or not, see Figures 2.4 and 2.5. The technique does not require an optimal circuit to be re-designed.

6.2 Background

A typical classical asynchronous sequential circuit is implemented in Figure 6.4 as a large gate circuit with feedback. Designing classical asynchronous circuits [116] uses the finite state machine (FSM) model. The general format used to describe a sequential function, which relates output sequences to input sequences, in classical asynchronous circuits is called a flow table [79, 180], which consists of a two-dimensional array. The columns correspond to input states, the rows to internal states, and the entries are ordered pairs representing the next internal state and
the current output. A state is stable if the next internal state is the same as the current internal state.

Figure 6.5 shows a non-initializable logic circuit presented in [36]. This circuit is designed using the minimum number of logic gates. It generates multiple outputs based on the given Boolean functions. As the flow table shows, the circuit has more than one stable state for a selected logical values of the primary inputs. Therefore, it is impossible to initialize this circuit using the primary inputs only. As explained in [36], this circuit is re-designed by re-assigning the “don’t cares” using an enumeration technique.

The following solution seems tempting. Adding an extra input which provides an initialization signal, one can force all gates to produce an output ‘0’. The problem with this proposed technique is that when the initialization signal is dis-activated, the state variables tend to respond to the present logical values of the
\[ z = \bar{a}z + x\bar{y} \]
\[ y = x\bar{z} + y\bar{a} \]
\[ z = b\bar{z}y + x\bar{z} + z\bar{b} \]

<table>
<thead>
<tr>
<th>(xyz)</th>
<th>00</th>
<th>01</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>001</td>
<td>001</td>
<td>001</td>
<td>001</td>
<td>000</td>
</tr>
<tr>
<td>001</td>
<td>101</td>
<td>101</td>
<td>001</td>
<td>001</td>
</tr>
<tr>
<td>010</td>
<td>010</td>
<td>010</td>
<td>000</td>
<td>000</td>
</tr>
<tr>
<td>011</td>
<td>111</td>
<td>111</td>
<td>001</td>
<td>001</td>
</tr>
<tr>
<td>100</td>
<td>110</td>
<td>110</td>
<td>110</td>
<td>110</td>
</tr>
<tr>
<td>101</td>
<td>101</td>
<td>100</td>
<td>101</td>
<td>100</td>
</tr>
<tr>
<td>110</td>
<td>010</td>
<td>010</td>
<td>010</td>
<td>010</td>
</tr>
<tr>
<td>111</td>
<td>111</td>
<td>110</td>
<td>001</td>
<td>000</td>
</tr>
</tbody>
</table>

Figure 6.5: Original logic circuit along with its flow table and its Boolean functions.

primary inputs. This may cause the circuit to go to an unknown state which is not desirable.

6.3 The Proposed Initialization Technique

Consider a general sequential circuit as shown in Figure 6.4. Our proposed method uses the following two facts.
• Combinational circuits do not need any initialization sequence since any node of the circuit can be initialized to a known logical value by a single input vector. Therefore, we physically transform a sequential circuit to a combinational circuit and initialize it by applying a single input vector instead of applying an initialization sequence.

• A stable state in a sequential circuit does not change if the primary inputs and the state logical values are unchanged.

Our proposed technique, therefore, requires the following.

• At least one stable state;
• The nodes or the physical places where these state variables reside;
• The corresponding logic values of primary inputs.

The availability of these items is realistic. There is no need to analyze the logic circuit in the time domain since the stable states are known in the design phase.

We first set the primary input lines to the selected logic values. We then cut feedback lines, and supply each with its corresponding stable logic value using additional logic gates. Such hardware should set the state variable node to the desired stable value in initialization mode. However, the additional hardware should not interfere with the normal operation when the circuit is not under initialization mode. Figure 6.6 shows all the possibilities.

• An AND (NAND) gate is suitable for generating 0 (1) if one of its inputs is set to 0 by initialization signal.

• An OR (NOR) gate can be used to generate 1 (0) on the feedback line if one of its inputs is set to 1 for the duration of the initialization process.
Figure 6.6: Initializing a node to one or zero using a) AND/NAND, or b) OR/NOR.

Suppose that the asynchronous circuit of Figure 6.4 has a stable state, "010", if its primary inputs are set to "110". Figure 6.7 shows our initialization technique where we have included AND/OR gates to generate "010" on the feedback lines. The circuit operates in two phases: Initialization mode and normal mode. Originally, the initialization signal is logic ONE.

The initialization phase begins when a falling transition on initialization line appears. In this mode, the circuit behaves like a combinational circuit. Since state "010" is stable at the presence of "110" on primary inputs, the next state variables would be "010", which are the same as the present state values after a minimum unit of time is elapsed. The initialization phase is ended by a rising transition on initialization line. The normal mode operation begins.

In normal mode, the inserted gates would act like a buffer. This allows the next state signals to be fed into the combinational part as the present state signals. The circuit is then sequential.
6.4 An Example

In contrast to the technique presented in [36], we do not need to search the entire solution space in our technique. We need to know, however, the logical values of one stable state, its corresponding nodes, and the corresponding logical values for primary inputs. We have selected state "001" for $ab = 10$, see Figure 6.8.

The hardware overhead is roughly 20% based on the gate count. Such an overhead can be avoided if the circuit gates are used to force logical values on feedback lines. Figure 6.9 shows an initializable circuit with 7% device count overhead.
Figure 6.8: The initializable logic circuit.
Figure 6.9: The initializable logic circuit with reduced area overhead.
6.5 Advantages

The method discussed in this Section has several advantages.

- The method proposed does not re-design a given gate circuit which is normally optimized in terms of area and speed and is usually race- and hazard-free.

- Although it is not important at the initialization time, the method itself does not introduce hazards or races.

- The method introduces little delay on the paths from primary inputs to primary outputs.

- There is a trade-off between applying extra gates on the feedback lines or applying the initialization signal to the inputs of the pre-stage gates. We believe that the outcome of final decision can introduce very little hardware overhead depending on the application.

- There is no execution time for applying this initialization technique to the given circuit if at least one stable state is known at the presence of one set of primary inputs.

- Any stable state can be selected in case there are multiple stable states for a given set of primary inputs. This can further reduce the hardware overhead.

Adding extra input/output test points is sometimes suggested to ease the controllability and observability of variables inside asynchronous circuits. Adding test signals is also recommended to ease computation in test mode. That is why we speculate that many logic circuits tend to have test signal as an additional input signal. The initialization signal can be generated internally using the test signal.
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We can generate the initialization signal using a product term of inputs if the stable state selected is unique. For example, if ‘010’ were the only possible stable state for $ab = 10$, then we can generate the initialization signal using an OR gate which realizes $\bar{a} + b$.

6.6 Medium Size Circuits

Up to date, there are only a few non-initializable logic circuits provided with schematics or well-known pinouts. Table 6.1 shows a few non-initializable designs from ISCAS’89 [26] benchmark. Since we did not have software tools to verify as to whether they are initializable or not, we relied on a report published in [184]. There was no symbolic analysis tool to derive the logic function of the circuits before and after the initialization process was completed. Therefore, we applied our technique on the circuits and simulated them using available logic simulators. The results showed that the modified circuits are initializable.

<table>
<thead>
<tr>
<th>Circuit Name</th>
<th># of Inputs</th>
<th># of FFs</th>
<th>Area Overhead (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>s208.1</td>
<td>10</td>
<td>8</td>
<td>5.2</td>
</tr>
<tr>
<td>s420.1</td>
<td>18</td>
<td>16</td>
<td>4.2</td>
</tr>
<tr>
<td>s510.1</td>
<td>19</td>
<td>6</td>
<td>5.7</td>
</tr>
</tbody>
</table>

Table 6.1: Initializability Results.

Table 6.1 shows that our initialization technique is efficient, and introduces little area overhead. Further work should be carried out to determine minimum number of gates which, if modified, would initialize the circuit with minimum area overhead.
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6.7 Conclusion

We have proposed a resetting technique to initialize any fault-free sequential circuit which may or may not have storage component such as flip-flops in its design. There is no need for "don't cares" in the design specification. Although we modify the circuit, we do not re-design an existing logic circuit which meets the area/speed/power specifications.

Our method involves physically transforming the sequential circuit to a combinational one by cutting the state-holding variables and inserting a minimum number of gates to bring the circuit to a known stable state. The following steps show how to initialize an existing non-initializable circuit.

1. Determine the state the device is to be initialized to.

2. Based on the initialized state, determine the corresponding logic value of each input pin.

3. Determine the physical places of state variables.

4. In case the stable state is unique for the set of input logic values, use the product terms of the inputs in order to produce the initialization signal.

This technique is always applicable, and has very little overhead. The additional hardware does not interfere with normal operation. The additional logic gates are tested along with the rest of the circuit. In initialization mode the circuit is combinational. Having known logic values of state variables in the fault-free circuit, the output(s) should depend solely on the logic values of the primary inputs.
Chapter 7

Asynchronous Sequential Circuit Testing

7.1 Introduction

Finding test vectors for a logic circuit is a difficult problem. A great amount of research has been done to reduce the execution time of testing combinational circuits [2,101,102]. Testing sequential circuits has received less attention and is much more difficult because long test sequences may be needed to excite a given fault and to make it observable. This problem is usually solved by using scan design methods [95,97,158,183,186] which reduce any sequential circuit to a collection of combinational circuits and latches, thus simplifying testing. Self-timed asynchronous circuits are easier to test [17,42,87,182] if the faults are considered only at the output nodes of gates since they would halt at the presence of stuck-at faults. This, however, may not be true if the test analysis is performed at the transistor-level. So far, general testing methodology for asynchronous sequential circuits is
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not fully developed. The reason may be their reduced controllability due to the absence of a global clock.

One available technique to find the complete test sequence is to generate faulty machines due to all single and multiple faults and use observer\(^1\). This technique is not cost efficient since generating faulty machines is tedious even for simple circuits and observer uses branch-and-bound techniques and may take a long time before it responds. A counter example is provided in this Chapter for which observer fails to produce a minimum length test sequence.

Using Martin’s design methodology [118], Hazewindus [82] has described a testing methodology which works as follows. First, a fault is considered and the necessary conditions to detect the fault are derived. Then, the D-algorithm [161] is used to find the logical values of inputs or a sequence of inputs which put the circuit in the condition derived and propagate the effects of the fault to the primary output. This technique has some drawbacks. It fails to produce the test sequence for some detectable faults. The computation time to find the test sequence for circuits which have a large number of state variables is long. Its usefulness is only limited to a class of asynchronous circuits. Adding extra test points is suggested to ease the observability and testability of such circuits.

The mainstream test analysis of sequential circuits is explained as follows. Consider two sequential circuits which have identical topologies, but one of the circuits is fault-free and the other circuit has a single or multiple fault, see Figure 7.1. Let us assume that the initial state of both circuits are the same. The fault is detectable if there exists a test sequence which, if it is applied to both circuits, would produce

---

\(^1\)observer is a program for diagnosing and testing sequential machines. It is based on the theory developed in [31] and was written at the University of Waterloo by C.-J. Richard Shi; some additional features were later added by Paul Kwiatkowski.
different outputs at the end of testing phase. Each test sequence is obtained by studying the faulty circuit. These test sequences are linked together to form the complete test set.

The number of faulty machines depends on the number of wires and gates of the circuit. If there are 10,000 non-equal single stuck-at faults, 10,000 copies of the good machine containing one, and only one, of the single stuck-at faults should be simulated. Thus, fault simulation, with respect to run time, is similar to performing 10,001 good machine simulations. Therefore, generating faulty machines is tedious if single faults are considered and it is impractical if multiple faults are taken into account.

Our technique in testing sequential circuits is different in essence from the mainstream test analysis in the following sense. Unlike well-known test generation algorithms, we study the correct circuit behavior instead of the faulty one. If the fault-free circuit is precisely defined, any behavior shown by the circuit which is out of its specification would confirm the existence of a fault. This simplifies test analysis as there exists only one fault-free circuit. Like the observer, we produce test sequences, and link them together to generate the complete test set. In this process we eliminate redundant sequences.

This Chapter is concerned with testing of asynchronous sequential circuits and it is organized as follows. The terminologies used and the assumptions made in
this Chapter are explained in Section 7.2 and Section 7.3. Our proposed algorithm is based on a number of steps. First, limited but unknown delay elements are assigned to wires and gates, and the network model is precisely defined using minimal feedback set in Section 7.5. Sequential circuits are transformed to combinational ones. Then, inputs which contribute to a transition in either primary output or internal states are considered. To study these transitions, the collection of states and transitions is shown by the Behavioral Model for Testability (BMT) graph in Section 7.6. Mapping available correct circuit behavior provided by Karnaugh map or state table on to the BMT graph, input sequences which correspond to correct circuit behavior are derived in Section 7.7. Redundant sequences are discussed in Section 7.8. Pieces of irredundant sequences are linked together in series to generate the complete test sequence in Section 7.9. No faulty machines are generated during these procedures. We show that the circuit is fault-free if it is initialized from any stable state to another using the valid input sequences devised in Section 7.7. A comparison of the computational costs is given in Section 7.10. An underlying reason for our algorithm is provided in Section 7.11. Important conclusions are explained in Section 7.12. Limitations we have faced to generate test sequences for relatively large circuits are discussed in Section 7.13. A summary is provided in Section 7.14.

We have used the majority C-element to illustrate details of our algorithm. However, the technique is applied on other asynchronous sequential circuits and the results show that the technique is cost effective.

### 7.2 Definitions

In this Section we define the terminologies we have used in our algorithm.
7.2.1 Components

Combinational components and state-holding elements are explained and their functions are defined in this section. Consider a component with $n$ inputs, $a_1, a_2, \cdots, a_n$, and one output $C$. Let $A = \{X = (a_1, a_2, \cdots, a_n) | X \in \{0, 1\}^n\}$. Let there be a relation between set $A$ and set $\{0, 1\}$ such that each member of set $A$ is associated with one or more members of the set $\{0, 1\}$. This relation is called a mapping from set $A$ to $\{0, 1\}$, written $M: A \rightarrow \{0, 1\}$. A digital component is either a combinational or a state-holding component depending on how $A$ is mapped onto $\{0, 1\}$.

A component is combinational if for every $X \in A$, there exists a unique element $c \in \{0, 1\}$. Such a mapping is called a function, written $f: A \rightarrow \{0, 1\}$. AND, OR, NAND, NOR, and XOR are examples of combinational components.

A component is called a state-holding element if there exists at least one $X \in A$ which is mapped to both 0 and 1. The logical values of the outputs for state-holding elements depend on the history of the input signals. Examples of state-holding elements are the C-element, Flip-Flop, and Counter.

We study combinational circuits for two reasons. First, as we will show in Chapter 7, a sequential circuit is considered as a combinational circuit between each two states. Second, a combinational circuit operates asynchronously since its output is defined purely by the delays of wires and gates.

7.2.2 Red & Green Edges

Let $I = \{a_1, a_2, \cdots, a_m, \cdots, a_M\}$ show the set of inputs for a combinational circuit. The number of elements in a set, say $I$, is called its cardinality and shown as
Card \( (I) = M \). A vector \( v = (a_1, a_2, \ldots, a_m, \ldots, a_M) \) is obtained when each input is assigned a logic value. The output is a logic function which is given by \( F = f(a_1, a_2, \ldots, a_m, \ldots, a_M) = F(v) \in \{0, 1\} \). Let us consider two input vectors and their corresponding outputs:

\[
\begin{align*}
v_i &= (a_1, a_2, \ldots, a_m, \ldots, a_M) & \Rightarrow & & F_i \in \{0, 1\} \\
v_j &= (a'_1, a'_2, \ldots, a'_m, \ldots, a'_M) & \Rightarrow & & F_j \in \{0, 1\}
\end{align*}
\]

Vectors \( v_i \) and \( v_j \) are connected by a red edge (or solid line) if \( F_i \neq F_j \). We mathematically show this relationship as \((v_i \not\equiv v_j) = \text{Red}\). On the other hand, the two vectors are connected by a green edge (or dashed line) if \( F_i = F_j \). We show this relationship as \((v_i \equiv v_j) = \text{Green}\). Figure 7.2 shows a 3-input AND gate and some of its red and green edges.

![Diagram of 3-input AND gate with red and green edges](image)

Figure 7.2: Demonstration of Red (Solid) and Green (Dashed) edges.

If the input vectors \( v_i \) and \( v_j \) differ in only one variable, i.e., \( a_p = a'_m \) for \( p \neq m \) and \( a_p = \overline{a_m} \) for \( p = m \), then these two input vectors are called first-degree neighbors. We define the transition set as \( \mathcal{T}_1(v_i, v_j) = \{a_m\} \), where \( a_m \) is the input variable for which the two input vectors differ. We also show this relationship using \( v_j = N_{v_i}(\mathcal{T}_1) \).
CHAPTER 7. ASYNCHRONOUS SEQUENTIAL CIRCUIT TESTING

The \( K \)-th degree neighbor of \( v_i \), denoted by \( v_j = N_{v_i}(Y_k) \), is obtained by complementing \( K \) input variables from the transition set \( T_k(v_i, v_j) \).

Let us group a number of input vectors in a set denoted by \( V = \{v_1, v_2, \ldots, v_L\} \). Such a set is considered to be a Complete Test Set if it has two properties:

1. the set detects any single & multiple fault: i.e., \( \text{Fault Coverage}(V) = 100\% \),

2. and the fault coverage of the reduced set \( (V - \{v_i\}) \) is less than \( 100\% \), for any \( i \) between 1 and \( L \).

An input vector \( v_i \) is redundant if the fault \( \text{Coverage}(V) = \text{Fault Coverage}(V - \{v_i\}) \).

7.3 Assumptions

In this Section we provide the assumptions under which our algorithm works. The assumptions are outlined as follows.

1. The circuit has only one primary output.

2. The outputs of any two gates or components should not be connected to each other: i.e., no wired output.

3. Only digital elements are allowed. For example, no transistor\(^2\), capacitor, resistor, inductor, or Op-Amp is allowed. Permissible components are AND, OR, NOT.

\(^2\)A transistor can be used as a logic element. Its input changes from GND to \( V_{DD} \) or vice versa. However, a transistor behaves differently than a logic gate. A logic gate has one output and usually more than one input. A transistor has only one input and two outputs. As a matter of fact, the behaviors of the terminals of a transistor are highly correlated. For example, if the voltage value of an emitter increases toward \( V_{DD} \), the transistor may turn off. Therefore, the relationships among the terminals of a transistor are not described by Boolean function: They are
NAND, OR, NOR, NOT, buffer, wire, fork, and any component-level combinational circuit. A fork is a fanout point which has one input, called stem, and two or more outgoing lines. It is considered a component in asynchronous circuits since it has characteristics of any logic component. Any component-level combinational circuit is also included in our algorithm. Such components have a number of inputs and one output, and its functionality is defined as described in the previous Section. For example, an XOR gate is a component-level circuit if we disregard any knowledge of how this gate is realized.

4. Only deterministic components are considered in this dissertation. Arbiters\(^3\), for example, are not considered.

5. The correct circuit behavior is available in either fundamental [125] or input/output mode of operation as the Karnaugh map or state table of the circuit.

6. The delay element associated with each state variable, which are defined in Section 7.5.1, obeys the Up-bounded Inertial Delay (UIN) model's rules. It is inertial since short input pulses may not propagate to the output of the delay element and are ignored.

Let \( D \) be the maximum time constant for a delay element to respond to its

\[ \text{described by curves or analog functions. Due to these relationship, faulty transistors behave much differently than faulty logic gates. For this reason, we exclude transistors from our discussions. Similar arguments are valid for capacitors or inductors.} \]

\(^3\)When two or more processors attempt to simultaneously use a functional unit (memory, multiplier, etc.) an arbiter module must be employed to insure that processor requests are honored in sequence. During the time that one request is being handled, more requests may appear. The design of asynchronous arbiters is complicated because multiple input changes are allowed, and because inputs may change even if the circuit is not in a stable state.
Let $D$ be the maximum time constant for a delay element to respond to its input pulses, $x(t)$ be the output signal, and $X(t)$ be the input signal. The following two rules define the behavior of this element:

- If $x(t)$ changes from $\alpha$ to $\bar{\alpha}$ at time $\tau$, then there must exist $\sigma > 0$ such that $X(t) = \bar{\alpha}$ for $\tau - \sigma \leq t < \tau$.

- If $X(t) = \alpha$ for $\tau \leq t < \tau + D$, then there must exist a time $\bar{\tau}$, $\tau \leq \bar{\tau} < \tau + D$ such that $x(t) = \alpha$ for $\bar{\tau} \leq t < \tau + D$.

The exact size of the delay, $D$, is not necessarily known.

7. No redundancy is allowed in the circuit. A wire is said to be redundant if it can be permanently connected to logic '1' or '0'. A component is redundant if all of its input wires or its output wire is redundant.

8. The correct circuit behavior is (static & dynamic) hazard-free. This assumption is necessary for sequential circuits only. Whether there is static or dynamic hazard in combinational circuits is not important since the output is analyzed when the circuit is stabilized, and there is only one stable output per input vector.

9. The logic values of inputs and outputs belong to $\{0, 1\}$, i.e., binary inputs/output.

10. The system is assumed to be Causal. If the output is changed in a causal system, one of its inputs must have changed first.

11. We consider the stuck-at 0/1 fault model.

12. Single or multiple faults are considered at the input or output nodes of components.
13. Faults are assumed to be detectable. This means that there is a series of input signals which produce different outputs than those of the fault-free circuit.

14. Only logically testable faults are considered in this Chapter. A fault is logically testable if it is detectable using the history of zeros and ones at the output nodes of the circuit. Each input vector is applied for $\delta$ units of time and the circuit stabilizes. Then the next input is applied.

It is assumed in this Chapter that the circuit under test remains combinational in the presence of the fault(s). This implies that there are no feedback paths created by the fault leading to the existence of spurious stored-state devices. It is further assumed that the circuit under test is constructed from unidirectional gates. In a unidirectional gate the output(s) of the gate depend only on the input(s) and there is no dependency of input values on the outputs.

7.4 Redundancy

Figure 7.3 shows a redundant circuit. The output of this circuit is zero in its steady state when delays of the wires and the gate are exhausted. The circuit can be removed and the output node is connected to ‘0’ permanently. As we will show,

![Diagram](image)

Figure 7.3: Redundant circuit.

the redundancy will not help to reduce the size of the complete test set. There are
a few Boolean rules which are useful in eliminating the redundancy.

\[
\begin{align*}
\begin{cases}
x + x = x \\
x \cdot x = x
\end{cases},
\begin{cases}
x + \overline{x} = 1 \\
x \cdot \overline{x} = 0
\end{cases},
\begin{cases}
x + \overline{x} \cdot y = x + y \\
\overline{x} + x \cdot y = \overline{x} + y
\end{cases},
\begin{cases}
x \cdot (\overline{x} + y) = x \cdot y \\
\overline{x} \cdot (x + y) = \overline{x} \cdot y
\end{cases}
\end{align*}
\]

where

\[
\begin{cases}
x = g(a_1, a_2, \cdots, a_M) \\
y = h(a_1, a_2, \cdots, a_M)
\end{cases}
\]

This does not mean the circuit should be minimum in terms of wires or gates if the circuit is to be irredundant, see Figure 7.4.
Figure 7.4: An irredundant circuit is not necessarily minimized in terms of the number of gates or wires.
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7.5 Network Model

7.5.1 Minimal Feedback Set

We define a minimal feedback set in this Section using a circuit graph. First, we identify some nodes on the circuit with which the feedback state variables are associated with. When the set is detected, a network model is established using the set of state variables.

The circuit graph is a 3-tuple, \( G_f = (\mathcal{X}, \mathcal{W}, \mathcal{E}) \), where

- \( \mathcal{X} \) is a set of input vertices, labeled \( a_1, a_2, \ldots, a_n \),

- \( \mathcal{W} \) is a set of wire vertices, labeled \( z_1, z_2, \ldots, z_p \), associated with the output wires of each fork\(^4\) element only,

- \( \mathcal{E} \subseteq (\mathcal{X} \times \mathcal{W}) \cup (\mathcal{W} \times \mathcal{W}) \) is a set of edges.

As an example, consider the gate circuit for the majority C-element shown in Figure 7.5. This example is used throughout this Chapter to illustrate the proposed approach. In the circuit graph we have \( \mathcal{X} = \{a, b\} \), and \( \mathcal{W} = \{z_1, z_2, z_3, z_4, z_5, z_6, z_7, z_8\} \). All other wires and gates are assumed without delay.

Each external input is represented by an input vertex. There is an edge connecting the input vertex \( a_i \) or a wire vertex \( z_i \) to a wire vertex \( z_j \), if the corresponding node for \( a_i \) or \( z_i \) has a connection to wire vertex \( z_j \) through wires or gates which have no delay unit. Our circuit model is constructed by bypassing any gate or wire vertex in the complete circuit graph except wire vertices which are assigned to the

\(^4\)A fork has one input wire, called a fork's input, a connection node, called fork's node, and several outgoing wires, each called a fork's output.
outputs of a fork. Figure 7.6 shows the circuit graph obtained from the circuit of Figure 7.5.

In order to pick up feedback variables, cycles must be detected. A cycle is a sequence of vertices and edges, \((z_i, \varepsilon_i, z_{i+1}, \varepsilon_{i+1}, \cdots, z_j)\), such that the initial vertex, \(z_i\), is the same as the final vertex, \(z_j\), and each edge, \(\varepsilon_k\), is connecting \(z_k\) to \(z_{k+1}\) in this sequence.

A set of vertices of the circuit graph is called a feedback vertex set, if every cycle of \(G_f\) contains only one vertex from the set. In our example, there are two feedback vertex sets, \(\{z_7\}\) and \(\{z_5, z_6\}\). Although removing variables in set \(\{z_7, z_5\}\) from the circuit graph \(G_f\) eliminates all cycles in the circuit graph, the set is not considered to be a feedback variable set in this dissertation.

A feedback variable set is considered to be minimal if it contains the least number of variables. In our example, only \(\{z_7\}\) is considered to be the minimal feedback variable set. Although our model for testability works correctly using
any feedback variable set, we adopt a minimal feedback variable set to reduce computational costs.

Figure 7.6: Circuit graph used to obtain feedback variable set. Edges are not named to simplify the figure.

Let $\mathcal{Y}$ be the union of the minimal feedback set and the outputs of any state-holding element which is considered by its function regardless of how it is realized. The input vertices are kept in our network model, and any other variable in our circuit graph is disregarded. Let $\mathcal{C}$ be the set of primary outputs, and $\Gamma = \mathcal{Y} \cup \mathcal{C}$. Delays are associated with any variable from the set $\Gamma$, and consequently, the network model is obtained. Any variable from the set $\Gamma$ is called a $\Gamma$-variable or state variable in this Chapter. Figure 7.7 shows the outcome of the procedure just explained for the majority C-element. $z_7$ is replaced by $y$ for consistency reason. It is worth noting that the primary output variable is not necessarily a fork's output, as it may be generated through some logic gates after a fork node.

A feedback vertex function, $f_y$, or an output vertex function, $f_c$, maps a set
of binary \((n + l)\)-tuples, \((a_1, a_2, \ldots, a_n, y_1, y_2, \ldots, y_l)\) where \(a_i \in \mathcal{X}\) and \(y_j \in \mathcal{Y}\), to \(\{0, 1\}\). Note that a feedback vertex function does not depend on output variables since primary outputs are not connected to any gate of the circuit. However, the primary output variable may depend on itself if it is the output of a state-holding element. The value computed by the vertex function is the excitation of the vertex function and may be different from the present value of that vertex variable. The excitation functions for our example are as follows:

\[
\begin{align*}
Y &= ab + ay + by \\
C &= ab + ay + by
\end{align*}
\]

The network model which contains input vertices, \(\Gamma\)-vertices, and edges connecting vertices, along with its domain and excitation functions is sufficient information to describe the behavior of the gate circuit in which the UIN delay elements are associated with \(\Gamma\)-variables only.

Necessary steps to generate the behavioral model for testability (BMT) graph are explained for our asynchronous gate-circuit example in the next Section.
7.6 The Behavioral Model for Testability (BMT)

BMT is a general single winner (GSW) model with nodes and edges defined in this Section. It is general since the exact delay values are not known. It is single winner model because only one unstable state variable is changed in case a race is possible.

The BMT graph contains nodes and edges described as follows.

- Each node is an \((l + m)\)-tuple \(\gamma = (y_1, y_2, \cdots, y_l, c_1, c_2, \cdots, c_m) \in \{0, 1\}^{l+m}\), where \(y_i \in Y\) and \(c_j \in C\). While \(\gamma_i\) is a state variable, \(\gamma^k\) represents an \((l + m)\)-tuple, which is called total state. We may separate feedback variables from primary output variables by a dot (.) when increased readability is required.

  The \(l\)-tuple \((y_1, y_2, \cdots, y_l)\) is called the internal state of the circuit, and the \(m\)-tuple \((c_1, c_2, \cdots, c_m)\) is called the external state of the circuit.

- Each edge is labeled by an \(n\)-tuple \(X = (a_1, a_2, \cdots, a_n) \in \{0, 1\}^n\), being the values of the input excitations. \(X^k\) represents an \(n\)-tuple. The input values are kept constant for as long as at most one state variable being changed.

  The rules for placing edges are explained in the next paragraphs.

For a given node, \(\gamma^k\), and under the input excitations, \(X^j\), the set of unstable state variables is defined as \(\mathcal{U}(X^j, \gamma^k) = \{\gamma_i | \gamma_i \neq S_i(X^j, \gamma^k)\}\), where \(S_i(X^j, \gamma^k)\) is the excitation value for state variable \(\gamma_i\) with \(X = X^j\) and \(\gamma = \gamma^k\) using excitation functions.

The BMT graph is generated using the following rules.

- A node, \(\gamma^k\), is connected to itself through an edge labeled by \(X^j\) if \(\mathcal{U}(X^j, \gamma^k) = \emptyset\). Such a node is called stable under \(X^j\).
• Consider node $\gamma^k$, input excitations $X^j$, and the set of unstable state variables $\mathcal{U}(X^j, \gamma^t) \neq \emptyset$. Let $\gamma^t$ be obtained from $\gamma^k$ by complementing only one state variable which belongs to $\mathcal{U}(X^j, \gamma^k)$. Other state variables are kept constant in this process. Nodes $\gamma^k$ and $\gamma^t$ are connected by a directed edge labeled $X^j$ from node $\gamma^k$ to node $\gamma^t$.

No other pairs of nodes are connected. If $\mathcal{U}(X^j, \gamma^k)$ has $m$ separate state variables, then a race may occur and node $\gamma^k$ may go to $m$ different nodes by directed edges which are all labeled $X^j$. One way to build the BMT graph is to consider one node at a time, and complete its connections to itself or other nodes under all possible input excitations. To find the next node in case some instability exists, flip only one unstable variable to its opposite logic value at a time.

### 7.6.1 An Example

Here we present the detailed steps for the majority C-element. Initially, we begin with $\gamma^0 = (y, c) = (0, 0) = 00$.

• **step 1:** Let the input excitations be $X^0 = (a, b) = (0, 0) = 00$. Using excitation functions, we have $\mathcal{U}(X^0, \gamma^0) = \emptyset$. Therefore, there is an edge from node 00 to itself labeled 00, see Figure 7.8(a).

• **step 2:** Consider $X^1 = 01$ for $\gamma^0$. Since $\mathcal{U}(X^1, \gamma^0) = \emptyset$, there is an edge from 00 to itself labeled 01, see Figure 7.8(b).

• **step 3:** Consider $X^2 = 10$ for $\gamma^0$. Since $\mathcal{U}(X^2, \gamma^0) = \emptyset$, there is an edge from 00 to itself labeled 10, see Figure 7.8(c).
• **step 4:** Consider $X^3 = 11$ for $\gamma^0$. Since $U(X^3, \gamma^0) = \{y, c\}$, a race can happen. We obtain the next nodes by complementing only one state variable at a time. Therefore, node 00 is connected to node $\gamma^1 = 01$ and node $\gamma^2 = 10$ using edges labeled 11, see Figure 7.8(d).

• **step 5:** Consider $X^0 = 00$ for $\gamma^1 = 01$. Since $U(X^0, \gamma^1) = \{c\}$, there is only one unstable variable. Hence, node 01 is connected to node 00 by an edge labeled 00, see Figure 7.8(e).

• **step 6:** Consider $X^1 = 01$ for $\gamma^1 = 01$. Since $U(X^1, \gamma^1) = \{c\}$, there is only one unstable variable. Hence, node 01 is connected to node 00 by an edge labeled 01, see Figure 7.8(f).

• **step 7:** Consider $X^2 = 10$ for $\gamma^1 = 01$. Since $U(X^2, \gamma^1) = \{c\}$, there is only one unstable variable. Node 01, therefore, is connected to node 00 by an edge labeled 10, see Figure 7.9(g).

• **step 8:** Consider $X^3 = 11$ for $\gamma^1 = 01$. Since $U(X^3, \gamma^1) = \{y\}$, no race is possible. Therefore, node 01 is connected to node $\gamma^3 = 11$ using a directed edge labeled 11, see Figure 7.9(h). Node 01 is now completed.
Figure 7.8: The BMT graph: steps (a) through (f).
Figure 7.9: The BMT graph: steps (g) through (l).
Figure 7.10: The BMT graph: steps (m) and (n).

We simplify the next steps using brief notations.

For $\gamma^2 = 10 \Rightarrow$
\[
\begin{cases}
\text{and } X^0 = 00, & U(X^0, \gamma^2) = \{y\}, \text{ see Figure 7.9(i),} \\
\text{and } X^1 = 01, & U(X^1, \gamma^2) = \{c\}, \text{ see Figure 7.9(j),} \\
\text{and } X^2 = 10, & U(X^2, \gamma^2) = \{c\}, \text{ see Figure 7.9(k),} \\
\text{and } X^3 = 11, & U(X^3, \gamma^2) = \{c\}, \text{ see Figure 7.9(l).}
\end{cases}
\]

For $\gamma^3 = 11 \Rightarrow$
\[
\begin{cases}
\text{and } X^0 = 00, & U(X^0, \gamma^3) = \{y, c\}, \text{ see Figure 7.10(m),} \\
\text{and } X^1 = 01, & U(X^1, \gamma^3) = \emptyset, \text{ see Figure 7.10(n),} \\
\text{and } X^2 = 10, & U(X^2, \gamma^3) = \emptyset, \text{ see Figure 7.10(n),} \\
\text{and } X^3 = 11, & U(X^3, \gamma^3) = \emptyset, \text{ see Figure 7.10(n).}
\end{cases}
\]
7.7 The BMT Correct Behaviors

The next step involves mapping the correct circuit behavior, which is provided by Karnaugh map or state table, to the BMT graph. The mapping results in transitions from one stable state to another.

Consider two stable states $S_n$ and $S_m \neq S_n$. Let $M_m$ denote the set of input excitations, $v_i$, under which $S_m$ is stable. Consider a path between these two stable states represented by:

$$\mathcal{P}_{nm} \equiv S_n : v_1 \rightarrow v_2 \rightarrow \cdots \rightarrow v_i \rightarrow \cdots \rightarrow v_k \rightarrow S_m,$$

and $N_{nm}$ denote input excitations on the path: i.e.,

$$N_{nm} = \{ \cup\{v_i, v_{i+1}\} \mid (v_i \rightarrow v_{i+1}) \in \mathcal{P}_{nm} \}.$$

$\mathcal{P}'_{nm}$ is an image of $\mathcal{P}_{nm}$ if $S'_n = S_n$, $S'_m = S_m$, and $N'_{nm} \subset N_{nm}$: i.e.,

$$\mathcal{P}'_{nm} \equiv S_n : v_1 \rightarrow v_2 \rightarrow \cdots \rightarrow v_i \rightarrow S_m.$$

$\mathcal{P}_{nm}$ is called the cover of $\mathcal{P}'_{nm}$.

7.7.1 Selection Rules

The correct paths are selected using the following rules.

1. $N_{nm} \subset M_m$: i.e., state $S_m$ should be stable under any input excitation from $N_{nm}$.

   Justification: If the circuit enters the stable state correctly and remains there for all such acceptable paths, then the circuit is either fault-free or has undetectable faults.
2. There should not exist any static or dynamic hazards on $P_{nm}$.

Justification: The circuit is designed hazard-free. If a hazard happens, then the circuit is either faulty or it has delay fault. Either way, there exists a path by which the circuit goes into the wrong stable state.

3. There should not exist an image of $P_{nm}$ which ends in a different stable state $S_k(\neq S_m)$.

Justification: In practice, each input excitation, $v_i$, is applied at least as long as the minimum acceptable delay. If the circuit goes to the wrong stable state while applying the covering path, then the fault is detected.

7.8 Redundancy

Some of the test sequences obtained from the BMT graph, although they represent correct circuit behaviour, are sometimes redundant. The redundancy is explained as follows.

**Redundant Edge:**

The circuit is combinational between each two states in the BMT graph. There are numerous techniques to drive the complete test set for such a combinational circuit. A test vector which is not in the complete test set is a redundant input vector. One technique to obtain redundant input excitations for test analysis has been reported in [148] for combinational circuits. In [148] we detect redundant edges using an objective function.

**Redundant Path:**

$P'_{nm}$ is a Redundant Path if its cover, $P_{nm}$, exists.
The majority C-element is considered as an example. The correct circuit behavior is given by the following rules, which also represent the test sequences.

\[
\begin{align*}
\text{Rule}(1) & : S_1 : 11 \rightarrow 01 \Rightarrow S_2 \\
\text{Rule}(2) & : S_1 : 11 \rightarrow 10 \Rightarrow S_2 \\
\text{Rule}(3) & : S_2 : 00 \rightarrow 10 \Rightarrow S_1 \\
\text{Rule}(4) & : S_2 : 00 \rightarrow 01 \Rightarrow S_1 \\
\text{Rule}(5) & : S_1 = 00, \quad S_2 = 11
\end{align*}
\]

This is schematically shown in Figure 7.11. An input excitation which stems from

![Diagram](image)

**Figure 7.11:** The BMT graph after removing incorrect and redundant transitions.

A stable state is called *essential* since it facilitates leaving that state. A single

---

\(^5\text{It is essential because without applying it, the circuit will not start changing stable state. This terminology is used after the BMT graph is reduced. To reduce the BMT graph, we remove} \)
number, $\theta = \text{outdegree} - \text{indegree}$, is assigned to each input excitation, $v_i$. Indegree shows the number of incoming edges connected to $v_i$ and outdegree shows the number of outgoing edges. The indegree of essential input excitations is zero, and the outdegree of of any $v_i$ ending in a stable state is also zero. For example, $\theta_{11} = 2$ and $\theta_{01} = -1$.

The BMT graph of the faulty circuit is different than that of the fault-free. This is due to the following fact. The BMT graph captures arbitrary delay units assigned to wires and gates in a fault-free circuit. These delay units, although they are not known, are bounded. There are transitions that happen at the primary input(s) and propagate to the primary output. Stuck-at fault, however, is an infinite delay unit. There exists at least one critical path which behaves differently at the presence of the fault. The following scenarios have been observed at the presence of a stuck-at fault.

1. An unstable state becomes stable.

2. A stable state becomes unstable.

3. A transition between two nodes is disabled.

4. An invalid transition between two nodes is enabled.

Consider a faulty majority C-element at the presence of 8-stuck-at zero. The only sequence which detects this fault is $11 \rightarrow 10$. The BMT graph for the faulty majority C-element is shown in Figure 7.12. Dashed-arrows show the difference redundant excitations. One redundant excitation can happen when an input forces the circuit state to change in many different directions. Such behavior is taken care of before the linking process begins. It is only here that we define "essential" input.
between the BMT graphs for the faulty and the fault-free C-elements. Rule (2) in the specification is, therefore, violated.

Rule (5) is necessary to distinguish the circuit from its inverse. If we choose rules (1) to (4) and \( S_1 = 11, S_2 = 00 \), then the circuit would operate as \( \overline{C} \).

Figure 7.12: The BMT graph for the majority C-element at the presence of \( 8-sa0 \).

If the BMT Graph does not change at the presence of a fault, the fault is not logically testable.

Another property of the BMT graph is that any state variable should change from 0 to 1 and from 1 to 0 at least once. If this never happens, then the state variable or its corresponding circuit line is redundant.
7.8.1 State-Holding Component

There are three rules which must be followed when deriving the BMT graph for the output of the state-holding element.

1. The output of the state-holding component depends on itself and its excitation function. A component C-element has the excitation function given by \[ C = ab + ac + ac. \]

2. The component has a delay described by UIN delay model.

3. No output delay is associated with the primary output of the component. The component, however, appears as a gate-vertex in circuit graph when feedback variable set is found.

Similar to any state variable, the output of the state-holding component must change from 0 to 1 and from 1 to 0.

7.9 Linking Test Sequences Together

The next step in generating complete test sequence is to link the pieces of test sequences obtained in Section 7.8 using the following rules.

1. Select an input excitation with zero indegree.

2. Select input excitation \( v_j \) after \( v_i \) if \( \theta_{v_j} \leq \theta_{v_i} \). This is continued until an input excitation with zero outdegree is selected.

3. Remove an input excitation which has zero outdegree and is selected at least once. Re-calculate \( \theta \) for each edge and go to step 1.
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4. Every input excitation derived in Section 7.8 must be taken at least once. Go to step 1, otherwise.

\((v_i, v_j)\) are connected by a directed edge from \(v_i\) to \(v_j\). The algorithm explained above provides the necessary steps to generate a sequence of input excitations, \((v_i, v_j, \ldots, v_k)\), which detects faults in the circuit. The proof is to follow. Minimizing the length of this sequence is an \(NP\)-complete problem \([66, 88, 93]\). The following step is helpful in reducing the length of test sequence.

- Input excitations which are between two nodes of the BMT graph have equal indegrees and outdegrees. These nodes are connected together in any order. This is a valid statement because the circuit is combinational between the two nodes and, as we have seen in Chapter 6, the order of the test inputs is not important.

A complete test sequence must always start with an input excitation which has a zero indegree. Such input excitation would force the circuit to initialize. If the circuit is not directly initialized as predicted by the correct circuit behavior, the circuit is faulty. If the circuit is not initializable, the initialization technique explained in Chapter 7 is used to facilitate the initialization process.

Each of the the following test sequences provide a complete test sequence for the majority C-element. We have verified exhaustively that each test sequence detects
single and multiple faults and that there is not smaller test sequence.

\[
\begin{align*}
11 & \rightarrow 10 \rightarrow 01 \rightarrow 00 \rightarrow 10 \rightarrow 01, \\
11 & \rightarrow 10 \rightarrow 01 \rightarrow 00 \rightarrow 01 \rightarrow 10, \\
11 & \rightarrow 01 \rightarrow 10 \rightarrow 00 \rightarrow 10 \rightarrow 01, \\
11 & \rightarrow 01 \rightarrow 10 \rightarrow 00 \rightarrow 01 \rightarrow 10, \\
00 & \rightarrow 01 \rightarrow 10 \rightarrow 11 \rightarrow 01 \rightarrow 10, \\
00 & \rightarrow 01 \rightarrow 10 \rightarrow 11 \rightarrow 10 \rightarrow 01, \\
00 & \rightarrow 10 \rightarrow 01 \rightarrow 11 \rightarrow 10 \rightarrow 01, \\
00 & \rightarrow 10 \rightarrow 01 \rightarrow 11 \rightarrow 01 \rightarrow 10.
\end{align*}
\]

One can verify for each test sequence that the majority C-element would pace both stable states $S_1$ and $S_2$ according to BMT graph. One may select the test sequence as

\[11 \rightarrow 10 \rightarrow 00 \rightarrow 10 \rightarrow 11 \rightarrow 01 \rightarrow 00 \rightarrow 01,\]

if the minimum length complete test sequence is not chosen. It is easy to verify that the mentioned sequence of test vectors is hazard-free. Other possible hazard-free complete test sequences are as follows.

\[
\begin{align*}
11 & \rightarrow 10 \rightarrow 00 \rightarrow 01 \rightarrow 11 \rightarrow 01 \rightarrow 00 \rightarrow 10, \\
11 & \rightarrow 01 \rightarrow 00 \rightarrow 10 \rightarrow 11 \rightarrow 10 \rightarrow 00 \rightarrow 01, \\
11 & \rightarrow 01 \rightarrow 00 \rightarrow 01 \rightarrow 11 \rightarrow 10 \rightarrow 00 \rightarrow 10, \\
00 & \rightarrow 10 \rightarrow 11 \rightarrow 01 \rightarrow 00 \rightarrow 01 \rightarrow 11 \rightarrow 10, \\
00 & \rightarrow 10 \rightarrow 11 \rightarrow 10 \rightarrow 00 \rightarrow 01 \rightarrow 11 \rightarrow 01, \\
00 & \rightarrow 01 \rightarrow 11 \rightarrow 01 \rightarrow 00 \rightarrow 10 \rightarrow 11 \rightarrow 10, \\
00 & \rightarrow 01 \rightarrow 11 \rightarrow 10 \rightarrow 00 \rightarrow 10 \rightarrow 11 \rightarrow 01.
\end{align*}
\]

One can obtain the hazard-free test sequences by touring the reduced BMT graph shown in Figure 7.11. Any tour should observe one input change at a time. It may
be necessary to travel through the graph and take input excitations more than once to fulfill this condition.

7.10 Computational Cost

The BMT technique is much cheaper than exhaustive testing techniques in terms of the computation costs. In order to detect a fault in an asynchronous sequential circuit, a sequence of input excitations is necessary. Consider a sequential circuit with \( n \) inputs. The number of possible sequences of length \( m \) for such circuit is \((2^n - 1)^{m-1}2^n\). For our C-element where \( n = 2 \), we may need to check 2916 test sequences of length 7. There are realizations of C-element in which some faults are detected by a test sequence of length 14. To find one complete test sequence for such a circuit, we may need to check \(6.4 \times 10^6\) test sequences of length 14. This approach is not practical since the number of possible sequences grows exponentially as \( m \) grows. Using the BMT graph, we study the effects of the sequence of input excitations on the fault-free circuit and consider only those sequences which excite or propagate a transition. This graph can tell as whether a test sequence needs to be of length 2, 3, or \( m \). It can also predict which order of input excitations is most important.

One available test technique for asynchronous sequential circuits is to find the faulty machines for all possible single and multiple faults and use observer. This is done in two steps. The first step is to generate the faulty machines. A circuit with \( k \) lines can potentially contain \((3^k - 2k - 1)\) distinct \(^6\) multiple stuck-at faults.

\(^6\)Each line can be either stuck-at zero, stuck-at one, or fault-free, so there will be \(3^k\) different cases. \(2k\) of them, however, correspond to single stuck-at faults and one case corresponds to fault-free circuit; therefore the remaining will be \(3^k - 2k - 1\).
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We have to generate faulty machines by hand at the present time since there are no techniques to generate them automatically. It is virtually impossible to find all faulty machines for a complex circuit.

The next step is to produce an input file which contains possible faulty machines and run observer on the input file. Observer then generates a graph of all possible sequences which can detect some faults. For the majority C-element, for example, there are 45 different states and 95 edges. However, our BMT graph requires only 4 states and 18 edges for the same circuit. As the number of inputs increases, the number of states generated by the observer increases too. Observer generates 512 states for Khoche's C-element [96], which has two extra test inputs. We do not know how many states are necessary for Bartky or Mayevsky's C-element [98, 100] using observer since it was impossible to consider multiple faults for them. The algorithm used by observer is expensive in terms of computation time.

The cost for the BMT graph is relatively small. There are at most \(2^h\) total states for a circuit which has \(h\) number of state variables. This part of the cost is independent of the number of inputs. There are only 4 states for the majority C-element, Khoche's C-element [96], or Mayevsky's C-element [98, 100]. The computation, however, can be relatively costly. There are \(2^n\) possible transitions at each total state for a circuit with \(n\) inputs. The number of transitions, however, is less than those generated by the observer.

7.11 Rationale

The question addressed in this Section is whether or not the test sequence obtained in Sections 7.7, 7.8, and 7.9 detects all single and multiple faults. The answer is

7The single fault results have been reported in Appendix C.
expressed in the form of the following theorems.

**Theorem 7.1** An initializable sequential circuit is fault-free if it has the following properties.

1. The circuit is initialized to any valid stable state.
2. The state of the circuit changes from stable state \( S_n \) to \( S_m \) when the valid input excitations are applied.

*Proof:* First, if the circuit is not initialized to a stable state, it is either unstable or it is not initializable. Both possibilities are invalid for the fault-free circuit as it is assumed to be initializable to a stable state. Second, the primary objective of a digital designer is to provide a circuit which produces correct output sequence when a known input sequence is applied. \( \text{QED.} \)

**Theorem 7.2** The BMT graph of the faulty circuit with a detectable fault is different from that of the fault-free for at least one transition.

*Proof:* The circuit is combinational between each two states. Each input excitation which changes at least one state variable provides a transition path from the inputs to the outputs of the circuit between the two states. Therefore, each edge of the BMT graph corresponds to a red edge in the combinational circuit.

Consider two combinational circuits which are identical but one circuit has a single or a multiple fault, see Figure 7.1. In order to detect the fault, both circuits are excited with the same inputs and the outputs are compared. Let the output of the fault-free circuit be \( \alpha \) and that of faulty circuit be \( \beta \). The fault is logically testable if:
1. There exists an input excitation, \( v_i \), for which \( \alpha \neq \beta \). Input \( v_i \) is, therefore, a test vector.

2. Consider a different input excitation, \( v_j \), for which the output response of the fault-free and the faulty circuits are the same, i.e., \( \alpha' = \beta' \) but \( \alpha' = \alpha \) and \( \beta' \neq \beta \). An invalid output transition starting from \( C = \beta' \) and ending in \( C = \beta \) under the input sequence \( v_i \rightarrow v_j \) is enabled. Therefore, \( v_i \rightarrow v_j \) is the test sequence which would detect the fault.

3. Similar statement is correct if there exists \( v_j \) for which \( \alpha' = \beta' \) but \( \alpha' \neq \alpha \) and \( \beta' = \beta \). In this case, a valid output transition is disabled.

Therefore, there exists at least one edge originating from \( C = \beta \) and ending in \( C = \bar{\beta} \) which is either disabled or its direction is reversed at the presence of the fault. If \( \alpha = \beta \) for all possible inputs, then the fault is not logically testable. QED.

**Theorem 7.3** The algorithm described in Sections 7.7, 7.8, and 7.9 provides a test sequence which detects all single and multiple faults for a sequential circuit.

**Proof:** Consider two sequential circuits which are identical but one circuit has a single or a multiple fault. To test a sequential circuit, it has to be initialized first. If the output of the faulty circuit fails to be initialized to the same logical value as the output of the fault-free circuit, then the fault is already detected. If these two circuits are initialized to the same total state and the circuit state changes to the same total states when the inputs are applied, the fault is not detectable. Note that a fault needs to be excited and propagated in order to be detected. If both circuits are initialized to the same output values, but not necessarily the same total states, then the following cases may arise.
• If both circuits show the same output transitions under the test sequences devised in section 7.7, then the fault is not detectable.

• If there is one test sequence which forces the faulty circuit to show a different output transition than that of the fault-free circuit, then the fault is detected by the set of applied input excitations.

Theorem 7.1 describes a fault-free circuit precisely. If the circuit fails to follow fault-free characteristics, then it is faulty. Since we have made no reference as to what multiplicity of faults are under investigation, the test sequence will detect single and multiple faults as intended. QED.

This proof shows that if the fault is detectable, then there exists at least one initial total state and a set of input excitations which change the state of the circuit to a different total state than the one described by the BMT graph for the fault-free circuit.

Transitions in the BMT graph do not necessarily correspond to the correct circuit behavior expected by the designer. If the design is correctly defined using fundamental (input/output) mode of operation, then parts of the BMT graph which concur with that mode of operation is considered to be part of the correct circuit behavior. Some parts of the BMT graph, although they show the behavior of a fault-free gate-circuit, will correspond to faulty behavior. This may happen due to the relative values of delays.

Two different gate-circuits may have the same correct circuit behavior even though their BMT graphs are different. It is also possible that two gate-circuits, such as the majority C-element and Wuu's C-element [192], have the same BMT graph and the same correct circuit behavior. Such circuits have the same faulty behaviors and the same complete test sequence.
7.12 Important Results

There are a number of novel results stated in this Section which are stated in the form of the following general theorems.

**Theorem 7.4** The complete test set of an irredundant sequential logic circuit depends only on the inputs, the forks inputs and outputs (feedback variables are included), the outputs of the state-holding elements, and the BMT graph. It does not depend on the interconnections of gates, or the gate type used.

*Proof:* The proof is straightforward since the algorithm explained in Sections 7.7, 7.8, and 7.9 does not depend on the circuit structure. QED.

Figure 7.13(a) shows the C-element as a component. The designer does not have any information regarding how this component is realized. Whether this component has a feedback variable or not is not known. It is unclear if this component is static or dynamic. The only fact known is the correct circuit behavior using the BMT graph. The complete test sequence is of length three.

So many C-elements can be realized using standard gates. If the C-element is realized using one and only one feedback variable, then it needs a minimum length sequence of six tests to detect single and multiple faults.

Consider Figure 7.13(b). The C-element is realized using two inputs, one output, one feedback variable, and a component which is called $F$. Note that this component is different than the component C-element shown in Figure 7.13(a). While component $F$ has three inputs $a$, $b$, and $y$, the component C-element has only two inputs $a$ and $b$. The excitation functions for component $F$ is different than that of the component C-element. While the output of the former does not depend on
itself, the output of the latter does. Component $F$ is a combinational component, whereas component C-element is a state-holding element or a sequential circuit.

Figure 7.13(c) shows a more general realization of the C-element. Component $F'$ is different than component $F$ since it has two outputs. Nevertheless, component $F$ and $F'$ have the same properties.

Both Figures 7.13 (b) and (c) have a minimum test sequence of length six regardless of how they are realized. We have examined test sequences at the presence of all possible single and multiple stuck-at faults. Our simulations show that the test sequence is complete and minimal.

Figure 7.13: The component C-element realized using (a) no feedback, (b) component $F$ and feedback variable $y$ connected to the primary output, (c) component $F'$ and an internal node of component $F$. 
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Theorem 7.4 states that whether we use NAND-NAND, NAND-NOR, AND-AND, OR-OR, NOR-NAND, or AND-OR-Inverter technique to realize the logic circuit, the complete test set would not be any different. It also states that a logic circuit has the same complete test set as the circuit with inverted logic. Both majority C-element and Wuu's C-element [192] have the same number of inputs, feedback variables, and BMT graphs. The complete test sequences for both circuits are, therefore, the same.

The majority C-element and Mayevsky C-element [98,100] have the same number of inputs and feedback variables. The BMT graph of these circuits are different in only one transition. The complete test sequences, however, are the same in size and order of input excitations.

As the number of feedback variables increases, the length of the complete test sequence will also increase in size. We have studied Bartkey C-element [100] which has an additional feedback variable compared to that of the majority C-element. The complete test sequence of the former is longer by one to that of the latter.

Theorem 7.5 Adding extra test signals does not shrink the size of test sequence.

Proof: An additional test signal is applied through an additional input. The complete test sequence depends on the number of inputs as stated in the algorithm. Therefore, the size of the the complete test sequence will have to remain the same or to increase.

QED.

This theorem states that adding test signal will not provide better controllability as many researchers have believed. The reason is that the additional test input needs to be tested like other inputs because it can be faulty with the same probability. Our study of Khoche C-element [96] shows that the length of the complete
test sequence is greater than six. This is justified since the number of forks and feedback variables have not changed. The number of inputs, however, has increased by one for Figure 7.13 (a) and (b), or two for Figure 7.13 (c).

Theorems in Section 7.12 provide us with the necessary means to design circuits which have complete test sequence of smaller length. A circuit which realizes the same logic function is considered to be better testable if it has:

- Fewer inputs
- Fewer Fork inputs
- Fewer Fork outputs (and Fewer Feedback variables)

7.13 Benchmark Circuits

There are only a few reports for test generation of synchronous sequential circuits due to the complexity of their test generation problem. No previous results have been reported for single and multiple fault testing on ISCAS’89 benchmark circuits [27].
Figure 7.14: Different realizations of Khoche C-element.
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Test generation of asynchronous circuits has not been studied in depth. Many researchers assumed that asynchronous circuits are self-checking. This assumption does not hold if the faults inside the basic component (such as C-element) are considered. There are no benchmark circuits for asynchronous sequential circuits with relatively large number of gates and interconnection lines or primary inputs. There is no previous attempt on circuits we studied. As a result, comparison is not possible.

Hazenwindus has studied testing asynchronous circuits using D-algorithm. However, only theoretical results were provided. Similar to Hazenwindus work [82], we have explained how our algorithm works in this Chapter, and provided some theoretical results. A comparison between our technique and Hazenwindus technique was not possible since there was no empirical results reported in [82] nor any circuit in detail was studied.

ISCAS'89 benchmark circuits are sequential, synchronous, and use only D-type flip-flops. One possible solution to generate asynchronous sequential circuits is to substitute some or all of the flip-flops with their appropriate gate-level designs. This solution is not applicable to our test generation technique for the following reason. It has been known [22,23] that test sequences are invalidated due to hazards and races. Recent research [13] has shown that there are hazards in asynchronous circuits produced by replacing flip-flops in ISCAS'89 benchmark circuits. On the other hand, our test generation technique is asynchronous in nature because only delays of wires and gates should be considered. As we have mentioned in Section 7.3, an assumption for our technique is that the circuit under test should be hazard and race free. Therefore, we cannot report results on ISCAS'89 benchmark circuits.

Another interesting set of benchmark circuits is ISCAS'85 combinational circuit. A wire is an interconnections between two nodes, namely, source node and sink
node. It is possible to insert a D Flip-Flop in a wire, replace D Flip-Flop by its gate-level design, similar to what we discussed in Appendix C, and generate asynchronous circuits. This is not helpful either since hazards have been reported [64] for each ISCAS'85 combinational circuits.

For the reasons mentioned above, we have applied our algorithm on some small circuits which have been provided in Appendix C. Generating a suitable benchmark for asynchronous sequential circuits remains open.

7.14 Summary

We have presented a General-Single-Winner (GSW) model where internal transitions in an irredundant sequential circuit are examined in details. Given a circuit with its components, wires, and topology, the following algorithm finds complete test sequence(s).

1. Assign variables to forks outputs only, discover the cycles, and find the minimal feedback set. Derive the network model, and the excitation functions for state variables, and generate the BMT graph.

2. Check whether all state variables show transitions $0 \rightarrow 1$ and $1 \rightarrow 0$ in the BMT graph for at least once. If there exists a state variable which does not, then such state variable is redundant.

3. Map the correct circuit behavior provided by Karnaugh tables or state tables onto the BMT graph, and find the set of input sequences.

4. Remove redundant paths.
5. Link pieces of test sequences to generate the complete test sequence.

The outcome is a test sequence which detects single and multiple faults in a sequential circuit without fault simulation or fault enumeration. This is the first test generation algorithm for asynchronous sequential circuits without making any reference to the faulty circuit. The outcome is either minimal or nearly-minimal for the following reason. Our algorithm is a combination of branch-and-bound technique and a heuristic method. It resembles a branch-and-bound technique since it searches the entire solution space. It resembles a heuristic technique since it uses an objective function and considers upper-bound and lower-bound limits for the size of the test set. We believe that the quality of the test sequence in terms of length depends on what technique is used to obtain the test sequence from the reduced BMT graph. Although we have found the optimal solutions for small circuits we considered, there are certainly examples for which our algorithm may fail to produce optimal solution. This is an inherent nature of heuristic algorithm.
Chapter 8

Summary and Future Work

8.1 Summary

The research reported in this dissertation is a comprehensive study of testing clockless digital circuits. The first part of this study is devoted to the transistor-level realizations of BiCMOS/CMOS logic families. Since the totem-pole family is used for most of the implementations of the digital circuits, its testing has been widely studied in this dissertation and several DFT techniques are developed for this family. In particular, we investigated various techniques which can result in on-line fault detection for this logic family. In the second part of the dissertation, test generation algorithms for gate-level realizations of asynchronous digital circuits are developed.

The first contribution of this dissertation is a DFT technique, presented in Chapter 4, for detecting short defects in this family. We have proposed an $I_{DDQ}$-testable design, which is also capable of detecting most other faults caused by short defects.
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The second contribution of this dissertation is a novel circuit for detecting delay faults, proposed in Chapter 5. Defects manifest themselves first as delay faults. Since BiCMOS/CMOS circuits are normally designed where high-speed performance is of great concern, it is important to detect these faults as soon as they occur. Also, if some defects are not detected early, they may result in functional faults. Early detection of these defects by the proposed scheme is an important contribution since it guarantees the correct operation of the circuit.

The third contribution of this dissertation is the development of a novel on-line built-in self-test (BIST) technique for detecting stuck-open faults, discussed in Chapter 5.

We have shown that 100% stuck-at fault coverage is achieved if \( I_{DDQ} \) faults, delay faults, and stuck-open faults are detected.

All of the three DFT techniques proposed in Chapters 4 and 5 are capable of being employed for concurrent testing. The importance of on-line delay fault detection is that a digital circuit, which has passed the initial tests, is prone to some defects which may occur during the normal operation of the circuit. These schemes eliminate the requirement of test pattern generation.

Two of the three DFT techniques require a circuit for generating the control signals. In a synchronous sequential design, the sampling clock required for the delay and stuck-open tests can be generated from the master clock. In an asynchronous circuits, however, this control signal is generated using request and acknowledge signals.

In order to derive the fault characterizations reported in this study, and to evaluate the feasibility of the proposed design techniques, HSPICE simulations were performed. Device model parameters were taken from 0.8\( \mu \) BiCMOS Design Kit
V0.3 for Cadence Analog Artist, developed by the Canadian Microelectronics Corporation. The device parameters used in our simulations are shown in Appendices A and B.

In order to use a realistic approach for modeling physical defects, defects are modeled as shorts and/or opens in the circuit level. Shorts are modeled as a small resistor between the two nodes. Open-circuits are modeled as a large resistor inserted between the affected node and the node to which it would normally have been connected. The open-circuit in the gate of an MOS transistor is treated as a floating point, and for simulation, the gate terminal is tied to the corresponding bulk terminal. The values of the resistors, modeling shorts and opens, were varied in a wide range to accommodate the effects of short and open defects of variable strengths. This approach results in more accurate modeling of physical defects, compared to the simple stuck-on and stuck-open models normally employed in the literature.

A new approach to testing sequential circuits has been proposed in the second half of this dissertation. Instead of studying the faulty circuits or machines, we have derived the complete test sequence using the specification of the fault-free circuit. This is a sound method since the fault-free specifications of digital circuits are provided by designer at the synthesis level. This approach is computationally superior to other proposed techniques since there is only one fault-free machine compared to numerous possible faulty machines. Our approach is more comprehensive than any conventional techniques as it addresses both single and multiple faults without actually simulating or enumerating faults.

The fourth contribution of this dissertation is an initialization technique for asynchronous sequential circuits. This technique is always applicable, and has very little overhead.
The fifth contribution of this dissertation is testing asynchronous sequential circuits. Conventional techniques have failed to be extended to these types of circuits due to the absence of the clock. We have proposed a Behavioral Model for Testability (BMT) graph which captures internal and external transitions. The correct circuit behavior is derived from the BMT graph, and redundant transitions are removed. Finally, pieces of test sequences are linked to form a complete test sequence. Techniques to devise minimum length complete test sequence are also discussed.

8.2 Future Directions

The following are recommendations for future work to further extend the testability of BiCMOS logic circuits.

1. The proposed techniques were applied to typical CMOS/BiCMOS logic gates. The results reported in this dissertation should be further expanded by applying them to commercial products, which employ several building blocks in a single chip. Such implementations will show the ultimate importance of the proposed circuits. Our experiments show that the fault coverage is relatively high for large circuits such as multiplier or decoder. We speculate that applying our DFT testing technique will evaluate the great increase in the testability of digital circuits. This will justify the minor delay/area/power overheads contributed by the proposed schemes.

2. The circuit proposed in Chapter 4 provides a means for detecting short defects. It would be interesting to extend this technique and provide completion signals in asynchronous circuits. One such important application of the current sensor proposed is Current Sensing Completion Detection (CSCD) [45,
73]. In such application, the sensor circuit should respond to any momentary transition at its virtual ground.

3. The length of the complete test sequence contributes to how fast the testing process takes place. A circuit which is tested by smaller test sequence than another circuit which performs the same task is considered to be better testable. Is it possible to use the BMT graph for designing circuits with improved testability?

4. We assumed throughout this dissertation that transistor- or gate-level implementations of digital circuits are irredudant. In [148] we have stated that redundant circuits are equally or less testable. The results reported in this dissertation should be further expanded by applying them to redundant circuits.

5. The theorems expressed in Chapter 7 point out that an asynchronous sequential circuit is easily tested if it is initializable to each of its stable states. On the other hand, the initialization technique in Chapter 6 provides simple design technique to initialize a sequential circuit. These Chapters together provide bases for designing asynchronous sequential circuit. Such design methodology should be further investigated.

6. No synchronization is assumed for inputs throughout this dissertation. Synchronous circuits are easier to test since there is a global clock which controls propagation of transitions. A clock is an input which changes periodically. This constraint will make testing more difficult since data is not allowed to march forward before the next clock comes in. The techniques proposed and the theorems stated should be studied for synchronous circuits as special case.
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This may be desirable since most circuits designed at the present time are synchronous. More specifically, scan design techniques for synchronous circuits and addition of other control lines or observation points should be studied in light of our theorems. Furthermore, it would be interesting to know where these additional signals should be supplied and when the logic values should change to reduce the test length for synchronous circuits.

7. We have provided a test generation algorithms for gate-level circuits in the second half of this dissertation. It is desirable to extend these techniques to transistor-level circuits and to provide the complete test set or sequence for them. More specifically, how do we obtain test sets for delay faults and $I_{ddq}$ faults using the BMT graph?

8. There is no computer-aided design tool for design and testing of asynchronous circuits at the present time. Our algorithms and the BMT graph provide bases for writing commercial software which benefit both industry and the academic community.

Given the encouraging results obtained from our simulations and algorithms, we are hopeful that future work will realize the full potential of these novel techniques for testing digital circuits.
Appendix A

HSPICE Device Model

Parameters

The following NTE HSPICE device model parameters have been used in the circuit simulations. These parameters have been chosen from:

Canadian Microelectronics Corporation
BiCMOS Design Kit V0.3 for Cadence Analog Artist
January 16, 1995
0.8-micron BiCMOS HSPICE library
The device model parameters for the NPN bipolar transistor.

\[
\begin{align*}
\text{IS}= & \ 3.10\text{E}-18 & \text{BF}= & \ 1.03\text{E}+02 & \text{NF}= & \ 1.00\text{E}+00 \\
\text{AF}= & \ 1.18\text{E}+02 & \text{IKF}= & \ 5.36\text{E}-03 & \text{ISE}= & \ 4.57\text{E}-18 \\
\text{NE}= & \ 1.50\text{E}+00 & \text{BR}= & \ 1.00\text{E}+00 & \text{NR}= & \ 1.00\text{E}+00 & \text{VAR}= & \ 5.50\text{E}+00 \\
\text{IKR}= & \ 0.00\text{E}+00 & \text{ISC}= & \ 0.00\text{E}+00 & \text{NC}= & \ 2.00\text{E}+00 \\
\text{RB}= & \ 5.76\text{E}+02 & \text{IRB}= & \ 0.00\text{E}+00 & \text{RBM}= & \ 5.76\text{E}+02 \\
\text{RE}= & \ 1.20\text{E}+01 & \text{RC}= & \ 5.94\text{E}+0 \\
\text{CJE}= & \ 1.50\text{E}-14 & \text{VJE}= & \ 8.00\text{E}-01 & \text{MJE}= & \ 2.67\text{E}-01 \\
\text{TF}= & \ 1.10\text{E}-11 & \text{XTF}= & \ 7.36\text{E}+02 & \text{VTF}= & \ 1.31\text{E}+00 \\
\text{ITF}= & \ 9.38\text{E}-02 & \text{PTF}= & \ 2.00\text{E}+0 \\
\text{CJC}= & \ 1.58\text{E}-14 & \text{VJC}= & \ 7.10\text{E}-01 & \text{MJC}= & \ 3.97\text{E}-01 \\
\text{XJC}= & \ 5.10\text{E}-01 & \text{TR}= & \ 4.00\text{E}-0 \\
\text{CJS}= & \ 3.44\text{E}-14 & \text{VJS}= & \ 3.70\text{E}-01 & \text{MJS}= & \ 1.34\text{E}-01 \\
\text{XTB}= & \ 1.62\text{E}+00 & \text{EG}= & \ 1.11\text{E}+00 & \text{XTI}= & \ 5.82\text{E}+00 \\
\text{KF}= & \ 4.27\text{E}-09 & \text{AF}= & \ 2.07\text{E}+00 & \text{FC}= & \ 8.00\text{E}-01 
\end{align*}
\]
The device model parameters for the NMOSFET.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>level</td>
<td>3</td>
</tr>
<tr>
<td>acm</td>
<td>2</td>
</tr>
<tr>
<td>vto</td>
<td>0.7888</td>
</tr>
<tr>
<td>uo</td>
<td>502.9</td>
</tr>
<tr>
<td>tox</td>
<td>17.52e-9</td>
</tr>
<tr>
<td>nsub</td>
<td>3.231e16</td>
</tr>
<tr>
<td>nfs</td>
<td>819.9e9</td>
</tr>
<tr>
<td>delta</td>
<td>0.7279</td>
</tr>
<tr>
<td>theta</td>
<td>63.38e-3</td>
</tr>
<tr>
<td>wd</td>
<td>0.00</td>
</tr>
<tr>
<td>pb</td>
<td>0.9236</td>
</tr>
<tr>
<td>ld</td>
<td>59.55e-9</td>
</tr>
<tr>
<td>ldif</td>
<td>940.5e-9</td>
</tr>
<tr>
<td>xj</td>
<td>274.9e-9</td>
</tr>
<tr>
<td>vmax</td>
<td>150.3e3</td>
</tr>
<tr>
<td>eta</td>
<td>45.26e-3</td>
</tr>
<tr>
<td>kappa</td>
<td>6.71e-3</td>
</tr>
<tr>
<td>rs</td>
<td>595.6</td>
</tr>
<tr>
<td>rsh</td>
<td>0.00</td>
</tr>
<tr>
<td>hdiff</td>
<td>1.2e-6</td>
</tr>
<tr>
<td>rd</td>
<td>595.6</td>
</tr>
<tr>
<td>tlev</td>
<td>1</td>
</tr>
<tr>
<td>tcv</td>
<td>21.35e-6</td>
</tr>
<tr>
<td>bex</td>
<td>2.183</td>
</tr>
<tr>
<td>tlevc</td>
<td>1</td>
</tr>
<tr>
<td>trs</td>
<td>-1.121e-3</td>
</tr>
<tr>
<td>trd</td>
<td>-1.121e-3</td>
</tr>
<tr>
<td>js</td>
<td>50.0e-4</td>
</tr>
<tr>
<td>jsw</td>
<td>5.5e-9</td>
</tr>
<tr>
<td>cj</td>
<td>250.0e-6</td>
</tr>
<tr>
<td>mj</td>
<td>0.50</td>
</tr>
<tr>
<td>cjsw</td>
<td>205.0e-12</td>
</tr>
<tr>
<td>mjsw</td>
<td>0.30</td>
</tr>
<tr>
<td>cgso</td>
<td>273.9e-12</td>
</tr>
<tr>
<td>cgbo</td>
<td>570.9e-12</td>
</tr>
<tr>
<td>cgdo</td>
<td>273.9e-12</td>
</tr>
<tr>
<td>nlev</td>
<td>2</td>
</tr>
<tr>
<td>kf</td>
<td>600e-27</td>
</tr>
<tr>
<td>af</td>
<td>0.80</td>
</tr>
</tbody>
</table>
The device model parameters for the PMOSFET.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>level</td>
<td>3</td>
</tr>
<tr>
<td>acm</td>
<td>2</td>
</tr>
<tr>
<td>vto</td>
<td>-0.8838</td>
</tr>
<tr>
<td>uo</td>
<td>165.1</td>
</tr>
<tr>
<td>tox</td>
<td>17.52e-9</td>
</tr>
<tr>
<td>nsub</td>
<td>3.367e16</td>
</tr>
<tr>
<td>nfs</td>
<td>763.7e9</td>
</tr>
<tr>
<td>delta</td>
<td>0.3359</td>
</tr>
<tr>
<td>theta</td>
<td>135.0e-3</td>
</tr>
<tr>
<td>wd</td>
<td>0.00</td>
</tr>
<tr>
<td>pb</td>
<td>0.9210</td>
</tr>
<tr>
<td>ld</td>
<td>0.0</td>
</tr>
<tr>
<td>ldif</td>
<td>999.9e-9</td>
</tr>
<tr>
<td>xj</td>
<td>230.4e-9</td>
</tr>
<tr>
<td>vmax</td>
<td>189.7e3</td>
</tr>
<tr>
<td>eta</td>
<td>121.0e-3</td>
</tr>
<tr>
<td>kappa</td>
<td>1.449</td>
</tr>
<tr>
<td>rs</td>
<td>1189.0</td>
</tr>
<tr>
<td>rsh</td>
<td>0.00</td>
</tr>
<tr>
<td>hdif</td>
<td>1.2e-6</td>
</tr>
<tr>
<td>rd</td>
<td>1189</td>
</tr>
<tr>
<td>tlev</td>
<td>1</td>
</tr>
<tr>
<td>tcv</td>
<td>335.1e-6</td>
</tr>
<tr>
<td>bex</td>
<td>-1.292</td>
</tr>
<tr>
<td>tlevc</td>
<td>1</td>
</tr>
<tr>
<td>trs</td>
<td>3.109e-3</td>
</tr>
<tr>
<td>trd</td>
<td>3.109e-3</td>
</tr>
<tr>
<td>js</td>
<td>5.0e-4</td>
</tr>
<tr>
<td>jsw</td>
<td>5.5e-9</td>
</tr>
<tr>
<td>cj</td>
<td>450.0e-6</td>
</tr>
<tr>
<td>mj</td>
<td>0.50</td>
</tr>
<tr>
<td>cjsw</td>
<td>212.0e-12</td>
</tr>
<tr>
<td>mjsw</td>
<td>0.30</td>
</tr>
<tr>
<td>cgso</td>
<td>214.8e-12</td>
</tr>
<tr>
<td>cgbo</td>
<td>570.9e-12</td>
</tr>
<tr>
<td>cgdo</td>
<td>214.8e-12</td>
</tr>
<tr>
<td>nlev</td>
<td>2</td>
</tr>
<tr>
<td>kf</td>
<td>500e-27</td>
</tr>
<tr>
<td>af</td>
<td>1.01</td>
</tr>
</tbody>
</table>
Appendix B

A Typical HSPICE Simulation

This appendix contains a typical HSPICE file, used for simulation and evaluation of the performance of the $I_{DDQ}$ fault testing.

The file "JKFF.sp" is the input HSPICE file. It uses the subcircuit "cnot.sp", which is enclosed in this appendix, as well. The subcircuit is a CMOS inverter.
B.1 HSPICE files

JKFF.sp

******************************************************************************
*                input signals                *
******************************************************************************

vdd dd gnd 5v
.global dd
.global cgnd

.tran .5n 70n UIC

.IC v(qout)=0 v(qnot)=5 v(11)=0 v(9)=5
.include 'cnand.sp'
.include 'cfaulty.sp'

vin1 J 0 pw1 0n 0, 9.9n 0, 10n 5, 33.9n 5, 34n 0, 45.9n 0, 46n 5,
+ 57.9n 5, 58n 0, 70n 0
vin2 K 0 pw1 0n 0, 21.9n 0, 22n 5, 33.9n 5, 34n 0, 45.9n 0, 46n 5,
+ 70n 5
vin3 clk 0 pw1 0n 0, 0.9n 0, 1n 5, 5.9n 5, 6n 0, 12.9n 0, 13n 5,
+ 17.9n 5, 18n 0, 24.9n 0, 25n 5, 29.9n 5, 30n 0, 36.9n 0,
+ 37n 5, 41.9n 5, 42n 0, 48.9n 0, 49n 5, 53.9n 5, 54n 0,
+ 60.9n 0, 61n 5, 65.9n 5, 66n 0, 70n 0
.param lm = .8u
.param wn = 18u

+ wn = 18u
+ wp = 9u
+ ap = 'wp = lm'
+ an = 'wn = lm'
+ an1 = 'wn = 1m'
+ ppd = '3*(lm + wp)'
+ pnd = '3*(lm + wn)'
+ pnd1 = '3*(lm + wn1)'

*****************************************************************************

MOSFET transistors

Xnand1 J clk 1 cnand

*****************************************************************************

mi1 not1 1 dd dd mpch.0p8 u=wp l=lm ad=ap as=ap pd=ppd ps=ppd
mi2 not1 1 cgnd gnd mnch.0p8 u=wn l=lm ad=an as=an pd=pnd ps=pnd

*****************************************************************************

Xnand2 K clk 3 cnand

*****************************************************************************

mi3 not2 3 dd dd mpch.0p8 u=wp l=lm ad=ap as=ap pd=ppd ps=ppd
mi4 not2 3 cgnd gnd mnch.0p8 u=wn l=lm ad=an as=an pd=pnd ps=pnd

*****************************************************************************

Xnand3 not1 qnot 5 cnand
Xnand4 not2 qout 7 cnand

*****************************************************************************
Xnand5  5  9  11 cnand
Xnand6  7  11  9 cnand

******************************************************************************
mi5 clkn clk dd  dd mpch.0p8    w=wp l=lm ad=ap as=ap pd=ppd ps=ppd
mi6 clkn clk cgnd gnd mnch.0p8  w=wn l=lm ad=an as=an pd=pnd ps=pnd
******************************************************************************
Xnand7  11 clkn  13 cnand
Xnand8  9 clkn  15 cnand

******************************************************************************

m1 qout  13 dd  dd MPCH.0P8    w=wp l=lm ad=ap as=ap pd=ppd ps=ppd
.param  val=10meg  val2=5
Rshort  4 qnot val
m2 qout qnot dd  dd MPCH.0P8  w=wp l=lm ad=ap as=ap pd=ppd ps=ppd
m3 qout  13  4 gnd MNCH.0P8  w=wn1 l=lm ad=an1 as=an1 pd=pnd1
    ps=pnd1
m4  4 qnot cgnd gnd MNCH.0P8  w=wn1 l=lm ad=an1 as=an1 pd=pnd1
    ps=pnd1

Xnand10  15 qout qnot cnand

************* Added circuit for Iddq DFT method *************
vtin tin1 gnd val2
.param val=10meg  val2=5
Rtin tin1 tin 15K
ctin tin1 tin .ip
Qmt1 cgnd tin gnd gnd NW5111X AREA=1 AREAB=2 AREAC=3
vtest cgnd cgnd2 0
mt2 tout cgnd2 gnd gnd MNCH.OP8 w=1u l=1u ad=an1 as=an1 pd=pnd1
   ps=pnd1
mt3 tout cgnd2 dd dd MNCH.OP8 w=1u l=lm ad=ap as=ap pd=ppd ps=ppd
mt4 cgnd2 tout gnd gnd MNCH.OP8 w=4u l=2u ad=an1 as=an1 pd=pnd1
   ps=pnd1
mt5 cgnd2 tout dd dd MNCH.OP8 w=1u l=lm ad=ap as=ap pd=ppd ps=ppd

************************************************************************
.include 'hspice.model'
.option nomod acct post=2
.alter
.param val=10meg val2=0
.alter
.param val=10 val2=5
.alter
.param val=10 val2=0
.END
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* PUPD CMOS NAND gate (DFT)

.SUBCKT cnand in1 in2 out

******************************************************************************

.param lm=.8u
.param wn1=18u
+ wn=36u
+ wp=9u
+ ap='wp*lm'
+ an='wn*lm'
+ an1='wn1*lm'
+ ppd='3*(lm+wp)'
+ pnd='3*(lm+wn)'
+ pnd1='3*(lm+wn1)'

****************************************************************************** MOSFET transistors *************

m1 out in1 dd dd MPCH.OP8 w=wp l=lm ad=ap as=ap pd=ppd ps=ppd
m2 out in2 dd dd MPCH.OP8 w=wp l=lm ad=ap as=ap pd=ppd ps=ppd
m3 out in1 4 gnd MNCH.OP8 w=wn1 l=lm ad=an1 as=an1 pd=pnd1 ps=pnd1
m4 4  in2 cgnd gnd MNCH.OP8 w=wn1 l=lm ad=an1 as=an1 pd=pnd1 ps=pnd1
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cfaulty.sp

* PUPD CMOS NAND gate (DFT)

.SUBCKT cfaulty in1 in2 out

******************************************************************************
.param lm=.8u
.param wn1=18u
+ wn=36u
+ wp=9u
+ ap='wp*lm'
+ an='wn*lm'
+ ani='wn1*lm'
+ ppd='3*(lm+wp)'
+ pnd='3*(lm+wn)'
+ pnd1='3*(lm+wn1)'

****************************************************************************** MOSFET transistors **************

m1 out in1 dd dd MPCH.OP8 v=wp l=lm ad=ap as=ap pd=ppd ps=ppd
Rshort 4 dd val
m2 out in2 dd dd MPCH.OP8 v=wp l=lm ad=ap as=ap pd=ppd ps=ppd
m3 out in1 4 gnd MNCH.OP8 v=wn1 l=lm ad=ani as=ani pd=pnd1 ps=pnd1
m4 4 in2 cguard gnd MNCH.OP8 v=wn1 l=lm ad=ani as=ani pd=pnd1 ps=pnd1

.ENDS cfaulty
cnot.sp

* CMOS INVERTER

* input : a1
* output : inv1

.SUBCKT cnot A1 INV1

.SUBCKT inv in out

*********************************************************
.param lm=.8u
.param wn=2u
+ wp=3u
+ ap='wp*lm'
+ an='wn*lm'
+ pp='3*(lm+wp)'
+ pn='3*(lm+wn)'

*********************************************************

m1 out in dd dd mpch v=wp l=lm ad=ap as=ap pd=pp ps=pp
m2 out in gnd gnd mnch v=vn l=lm ad=an as=an pd=pn ps=pn

.ENDS inv

X1 A1 INV1 inv

.ENDS cnot
Appendix C

Examples for the BMT graph

C.1 Majority C-element

Majority C-element has been discussed in Chapter 8 in details. Figure C.1 shows the fault locations and Table C.1 shows the test sequences to detect single stuck-at faults. The test sequences have been obtained using conventional techniques such as D-algorithm. Each test sequence detects the single stuck-at fault mentioned in the Table. However, such test sequence is not unique: There are other possible test sequences to detect the same single stuck-at fault. The complete test sequence (CTS) for majority C-element is of length 6 as mentioned in Chapter 8. Such CTS detects single and multiple stuck-at faults.

C.2 Wuu's C-element

Figure C.2(a) shows Wuu's C-element [192]. \(\{z_1, z_2, z_3, z_4, z_5, z_6\}\) are variables assigned to the forks' outputs in order to find the feedback variable. \(z_5\) is chosen as
Figure C.1: The stuck-at fault locations in majority C-element

<table>
<thead>
<tr>
<th>Equivalent single faults</th>
<th>Test(ab)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10-sa0, 11-sa0, 15-sa0</td>
<td>11</td>
</tr>
<tr>
<td>4-sa0, 12-sa0, 6-sa0, 7-sa0, 13-sa0</td>
<td>11, 01</td>
</tr>
<tr>
<td>1-sa0, 3-sa0, 8-sa0, 14-sa0</td>
<td>11, 10</td>
</tr>
<tr>
<td>4-sal, 1-sal, 3-sal, 6-sal</td>
<td>11, 00</td>
</tr>
<tr>
<td>7-sal, 8-sal, 9-sal, 10-sal, 11-sal, 15-sal</td>
<td>00</td>
</tr>
<tr>
<td>12-sal, 2-sal, 13-sal</td>
<td>00, 01</td>
</tr>
<tr>
<td>5-sal, 14-sal</td>
<td>00, 10</td>
</tr>
<tr>
<td>2-sa0, 5-sa0, 9-sa0</td>
<td>00, 11</td>
</tr>
</tbody>
</table>

Table C.1: Single stuck-at faults in the majority C-element and their test sequences.

the feedback variable from Figure C.2(b), and is replaced by $y$ in Figure C.2(c), which shows the network model for Wuu's C-element. The excitation functions for
\{y, c\} are as follows.

\[
\begin{align*}
Y &= ab + ay + by \\
C &= ab + ay + by
\end{align*}
\]

Figure C.2: Wuu’s C-element: (a) Logic circuit, (b) Circuit graph, (c) Network model.

The network model and the excitation functions for Wuu’s C-element are the same as those of the majority C-element. This results the same BMT graph, concludes the same essential pieces of the complete test sequence, and shows the same faulty behaviors.

Figure C.3 shows the fault locations in Wuu’s C-element, and Table C.2 shows the test sequences to detect single stuck-at faults.
Figure C.3: Fault locations in Wu's C-element.

<table>
<thead>
<tr>
<th>Equivalent single faults</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>11-sa0, 12-sa0, 14-sa0</td>
<td>11</td>
</tr>
<tr>
<td>6-sa0, 7-sa1, 9-sa1, 10-sa0, 13-sa1, 4-sa0</td>
<td>11, 01</td>
</tr>
<tr>
<td>1-sa0, 2-sa0</td>
<td>11, 10</td>
</tr>
<tr>
<td>6-sa1, 1-sa1, 2-sa1, 4-sa1, 7-sa0</td>
<td>11, 00</td>
</tr>
<tr>
<td>8-sa0, 11-sa1, 12-sa1, 13-sa0, 14-sal</td>
<td>00</td>
</tr>
<tr>
<td>9-sa0, 10-sa1, 3-sa1</td>
<td>00, 01</td>
</tr>
<tr>
<td>5-sa1</td>
<td>00, 10</td>
</tr>
<tr>
<td>3-sa0, 5-sa0, 8-sa1</td>
<td>00, 11</td>
</tr>
</tbody>
</table>

Table C.2: Single stuck-at faults in the Wu's C-element and their test sequences.
C.3 Mayevsky’s C-element

Figure C.4(a) shows gate realization of Mayevsky’s C-element [98, 124]. \{z_1, z_2, z_3, z_4, z_5, z_6, z_7, z_8, z_9, z_{10}\} are assigned to the forks’ outputs in order to find the minimal feedback vertex set. One can verify from Figure C.4(b) that any of \{z_7\}, \{z_5, z_6\}, or \{z_8, z_9\} is a feedback variable set. Figure C.4(c) shows the network model with \(z_7\) replaced by \(y\). Note that the primary output variable, \(c\), is different from \(z_8\) or \(z_{10}\). The excitation functions are as follows.

\[
\begin{align*}
Y &= ab + ay + by \\
C &= (a + b)y
\end{align*}
\]

The excitation function for \(C\) is different from that of the majority C-element. The BMT graph, therefore, shows a different behavior when \(ab = 11\) is applied at \(S_1 = 00\) or \(01\). This is shown by a dashed arrow in Figure C.4 (d).

The complete test sequence for Mayevsky’s C-element is the same as that of the majority C-element since the number of inputs, feedback variables, and the logic functions are the same. As it was stated in Chapter 8, this test sequence detects all single and multiple stuck-at faults. It is tedious to examine all possible multiple faults and necessary test sequences. It is, however, easy to use the BMT graph and claim that the given test sequence is enough to detect all multiple faults as well.

The BMT graph for the Mayevsky’s C-element at the presence of 2-sa0 is the same as shown in Figure 7.12. The excitation functions for the faulty circuit are:

\[
\begin{align*}
Y &= ab + by \\
C &= by
\end{align*}
\]
Figure C.4: Mayevsky's C-element: (a) Gate circuit, (b) Circuit graph, (c) Network model.
Figure C.5: Fault locations in Mayevsky's C-element.

<table>
<thead>
<tr>
<th>Equivalent single faults</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>9-sa1, 10-sa0, 11-sa0, 12-sa0, 13-sa0,</td>
<td>11</td>
</tr>
<tr>
<td>14-sa0, 15-sa0, 16-sa0, 17-sa0, 7-sal</td>
<td></td>
</tr>
<tr>
<td>4-sa0, 5-sa0</td>
<td>11, 01</td>
</tr>
<tr>
<td>1-sa0, 2-sa0</td>
<td>11, 10</td>
</tr>
<tr>
<td>3-sa0, 6-sa0, 7-sa0, 14-sa1, 15-sal</td>
<td>00, 11</td>
</tr>
<tr>
<td>8-sa0, 9-sa0, 12-sal, 13-sal, 17-sal</td>
<td>00</td>
</tr>
<tr>
<td>4-sal, 1-sal, 2-sal, 5-sal, 10-sal</td>
<td>11, 00</td>
</tr>
<tr>
<td>11-sal, 3-sal</td>
<td>00, 01</td>
</tr>
<tr>
<td>6-sal</td>
<td>00, 10</td>
</tr>
</tbody>
</table>

Table C.3: Single stuck-at faults in the Mayevsky's C-element and their test sequences.
C.4 Bartkey’s C-element

Figures C.6 (a) shows Bartkey’s C-element with variables associated to the forks’ outputs. Any set of \{ (z_1, \bar{z}_4) \} \times \{ z_0, (z_0, z_4), (z_0, z_7) \} is a feedback variable set. Figure C.6 (b) shows the network model using \{ z_4, z_9 \} as the minimal feedback set, and \( c \) as the primary output variable. Figure C.7 is presented to simplify the process of finding circuit equations. Boolean steps are as follows:

\[
\begin{align*}
\bar{z}_8 &= \bar{b}z_4(\bar{a} + bz_4)z_9 \\
&= \bar{b}z_4 + (a + bz_4)z_9 \\
&= \bar{b} + \bar{z}_4 + (a + bz_4)z_9 \\
&= \bar{b} + \bar{z}_4 + az_9 + bz_4z_9 \\
&= \bar{b} + \bar{z}_4 + z_4z_9 + az_9 \\
&= \bar{b} + \bar{z}_4 + z_9.
\end{align*}
\]

\[
\begin{align*}
\bar{z}_9 &= (a + bz_4)z_9(\bar{b} + \bar{z}_4 + z_9) \\
&= (a + bz_4)z_9 + bz_4\bar{z}_9 \\
&= az_9 + bz_4
\end{align*}
\]

\[
\begin{align*}
C &= (\bar{b} + \bar{z}_4 + z_9)(az_9 + bz_4) \\
&= \bar{b}az_9 + az_9\bar{z}_4 + az_9 + bz_4z_9 \\
&= (a + bz_4)z_9
\end{align*}
\]

The excitation functions are as follows.
Figure C.6: Bartkey's C-element (a) The gate circuit, (b) The circuit graph.

\[
\begin{align*}
Z_4 &= a + bz_4 \\
Z_9 &= az_9 + bz_4 \\
C &= (a + bz_4)z_9
\end{align*}
\]

The BMT graph for the fault-free Bartkey's C-element is shown in Figure C.8.
APPENDIX C. EXAMPLES FOR THE BMT GRAPH

The BMT graph for Bartkey's C-element is quite different from that of the Majority C-element. While the latter is described using only one feedback variable, the former has two feedback variables. Removing only redundant paths, the correct circuit behavior derived from the BMT graph is represented by the following rules.

\[
\begin{align*}
(1) & \quad S_1 : 10 \Rightarrow S_3 \\
(2) & \quad S_3 : 00 \Rightarrow S_1 \\
(3) & \quad S_3 : 01 \Rightarrow S_2 \\
(4) & \quad S_2 : 00 \Rightarrow S_1 \\
(5) & \quad S_3 : 11 \Rightarrow 10 \Rightarrow S_2 \\
(6) & \quad S_1 : 11 \Rightarrow 10 \Rightarrow S_2 \\
(7) & \quad S_3 : 11 \Rightarrow 01 \Rightarrow S_2 \\
(8) & \quad S_1 : 11 \Rightarrow 01 \Rightarrow 10 \Rightarrow S_2 \\
(9) & \quad S_1 = 000, \quad S_2 = 111, \quad S_3 = 100
\end{align*}
\]

One complete test sequence is as follows.

\[00 \rightarrow 01 \rightarrow 10 \rightarrow 11 \rightarrow 01 \rightarrow 10 \rightarrow 00\]

Figure C.9 shows the fault locations, and Table C.4 shows test sequences to detect the single stuck-at faults.

Figure C.7: Bartkey's C-element with \(z_4\), \(z_9\) as feedback variables, and \(c\) as the primary output variable.
Figure C.8: The BMT graph for Bartkey’s C-element.
Figure C.9: Fault locations in Bartkey’s C-element.

<table>
<thead>
<tr>
<th>Equivalent single faults</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>5-sa0, 8-sa0, 9-sa0, 18-sa1, 17-sa1, 14-sa0, 11-sa0, 12-sa0, 15-sa0, 16-sa0, 10-sa1</td>
<td>11</td>
</tr>
<tr>
<td>4-sa0, 3-sa0, 6-sa0, 2-sa0</td>
<td>11, 01</td>
</tr>
<tr>
<td>1-sa0, 2-sal, 5-sal</td>
<td>11, 10</td>
</tr>
<tr>
<td>7-sa0, 10-sa0, 13-sal, 11-sa1</td>
<td>00, 11</td>
</tr>
</tbody>
</table>

Table C.4: Single stuck-at faults in the Bartkey’s C-element and their test sequences.
C.5 NOR-Latch

Figure C.10 shows the gate circuit of a NOR-latch, its network model, and its BMT graph. The excitation functions are:

\[
\begin{align*}
Y &= \bar{a}(b + y) \\
O &= \bar{a}(b + y)
\end{align*}
\]

The reduced BMT graph after removing redundant edges is shown in Figure C.10(d). Rules to describe the NOR-latch are given as follows.

\[
\begin{align*}
(1) & \quad S_1 : 01 \rightarrow 00 \Rightarrow S_2 \\
(2) & \quad S_2 : 11 \rightarrow 00 \Rightarrow S_1 \\
(3) & \quad S_1 = 00, S_2 = 11
\end{align*}
\]

The complete test sequence is:

\[11 \rightarrow 00 \rightarrow 01 \rightarrow 00\]
Figure C.10: (a) NOR-latch logic circuit, (b) The network model, (c) The BMT graph, (d) The reduced BMT graph.
C.6 CEL-NOR-latch

Figure C.11 shows a latch composed of NOR gate and C-element, its circuit graph, its network model, and its BMT graph. The excitation functions are given by:

\[
\begin{align*}
G_c &= a z_1 + z_1 g_c + a g_c \\
Z_1 &= a + g_c \\
Z_2 &= a + g_c
\end{align*}
\]

The correct circuit behavior is as follows.

\[
\begin{align*}
(1) & \quad S_1 : 1 \Rightarrow S_2 \\
(2) & \quad S_1 : 1 \Rightarrow S_3 \\
(3) & \quad S_2 : 0 \Rightarrow S_1 \\
(4) & \quad S_3 : 0 \Rightarrow S_1 \\
(5) & \quad S_1 = 011, S_2 = 000, S_3 = 100
\end{align*}
\]

The circuit is initializable to state 011 only. The complete test sequence is 0 \to 1 \to 0. Our analyses confirm that this test sequence detects all single and multiple stuck-at faults which are detectable.
Figure C.11: (a) The logic circuit, (b) The network model, (c) BMT graph.
C.7 D Flip-Flop

Figure C.12 shows the gate circuit for a D flip-flop, its circuit graph, and the combinational circuit obtained by breaking \( \{y_1 = z_1, y_2 = z_5, y_3 = z_4\} \). \( CLK \) is named \( C \) for convenience.

The excitation functions are as follows.

\[
\begin{align*}
Z &= y_1y_3 + \overline{C}, & Y_2 &= (y_1y_3 + \overline{C})y_2 + \overline{D} \\
Y_1 &= y_1y_3 + \overline{C}, & Y_3 &= (y_1y_3 + \overline{C})y_2 + \overline{D}
\end{align*}
\]

The BMT graph contained 16 states. It had too many edges. It was tedious to draw the BMT graph using conventional tools in the short time. I will present the PhD advisory committee with a hand copy of this graph. The correct circuit behavior is given by the following rules.

\[
\begin{align*}
(1) & \quad S_1 : 01 \rightarrow S_2 \\
(2) & \quad S_1 : 10 \rightarrow S_3 \\
(3) & \quad S_1 : 00 \rightarrow 10 \rightarrow S_4 \\
(4) & \quad S_1 : 00 \rightarrow 01 \rightarrow 10 \rightarrow S_4 \\
(5) & \quad S_2 : 11 \rightarrow S_1 \\
(6) & \quad S_2 : 10 \rightarrow S_3 \\
(7) & \quad S_2 : 00 \rightarrow 01 \rightarrow S_4 \\
(8) & \quad S_2 : 00 \rightarrow 10 \rightarrow S_4 \\
(9) & \quad S_3 : 11 \rightarrow S_1 \\
(10) & \quad S_3 : 01 \rightarrow S_4 \\
(11) & \quad S_3 : 00 \rightarrow 01 \rightarrow S_4 \\
(12) & \quad S_3 : 00 \rightarrow 10 \rightarrow S_4 \\
(13) & \quad S_1 = 0000, S_2 = 1001, \quad S_3 = 0110, S_4 = 1111
\end{align*}
\]

The circuit is not initializable if its state is \( S_4 = 1111 \). However, our technique provides the test sequence, and leaves initialization to the designer. One can use our initialization technique described in Chapter 7 and set the state to desired logical values.

One complete test sequence is as follows.

\[
S_2 : 11 \rightarrow 10 \rightarrow 11 \rightarrow 00 \rightarrow 01 \rightarrow 10
\]
Figure C.12: Partial D Flip-flop, (a) The gate circuit, (b) The circuit graph, (c) The gate circuit with broken feedback lines.

Exhaustive test analysis shows that the mentioned test sequence detects single and multiple stuck-at faults.
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