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ABSTRACT

In this dissertation, a new approach has been developed to calculate the two-dimensional steady transonic flow past airfoils using the Euler equations in a stream function coordinate system. Due to the importance of the transonic flow phenomenon in aeronautical practice, transonic flow computation has been an upsurging topic for the past two decades. Most existing transonic computation codes require the use of a grid generator to determine a suitable distribution of grid points. Although simple in concept, the grid generation takes a significant proportion of the CPU time and storage requirements. However, this time-consuming step can be completely avoided by introducing the von Mises transformation and the corresponding stream function coordinate system because this particular transformation combines the flow physics and flow geometry and produces a formulation in streamwise and body-fitting coordinates, without performing any conventional grid generation. In the present work, a set of the Euler equivalent equations in stream function coordinates is formulated. It consists of three equations with three unknowns. One unknown is a geometric variable, the streamline ordinate $y$, and the other two are physical quantities, density $\rho$ and vorticity $\omega$. For irrotational fluid flow, the Euler formulation is simplified to the full potential formulation in which only two unknowns are solved — $y$ and $R$, the generalized density. To solve these equations, several numerical techniques are applied: type-dependent differencing, shock point operator, marching from a non-characteristic boundary and successive line overrelaxation, etc. Particular attention has been paid to the supercritical case where a careful treatment of the shock is essential. It is shown that the shock point operator is crucial to accurately capture shock waves. The computed results for both analysis and design problems show good agreement with existing experimental data. The limitations of the approach and further investigations have been discussed.
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NOMENCLATURE

\( A_1, A_2, A_3, \ldots \) coefficients in 2nd order partial differential equations
\( A, B, C \) coefficients in difference equations corresponding to 2nd order PDE's
\( A, B, D \) constants of Jones' transformation defined in (6-1)
\( \tilde{A}, \tilde{B}, \tilde{C} \) coefficients in difference equations corresponding to 1st order PDE's
\( a \) speed of sound
\( B_1, B_2, B_3 \) coefficients in 1st order partial differential equations
\( C_x \) pressure coefficient
\( E, F, G \) transformation metrics defined in (9-43)
\( F, G \) vectors defined in (2-12)
\( \tilde{F}, \tilde{G} \) vectors defined in (2-11)
\( H \) total enthalpy
\( H_\infty \) total enthalpy in free stream
\( J \) Jacobian of a transformation
\( K = 1/tan\beta \), defined in (5-1)
\( L \) elliptic differential operator defined in (9-54)
\( M \) Mach number
\( M_\infty \) Mach number in free stream
\( p \) pressure
\( R = \rho^{r+1} \), generalized density defined in (3-23)
\( \bar{R} = \rho^2 \), defined in (3-5)
\( Re \) Reynolds number
\( RHS \) right hand side term corresponding to \( A, B, C \)
\( \tilde{RHS} \) right hand side term corresponding to \( \tilde{A}, \tilde{B}, \tilde{C} \)
\( \bar{r} = r^2/2 - \psi \), defined in (9-19)
\( S \) arc length along any curve
\( s \) arc length along a streamline
\( (s, \psi) \) arc length/stream function coordinates
\( t \) time
\( u, v \) velocity components in \( x, y \) or \( x, r \) directions
\( V \) speed
\( (x, r) \) axial and radial coordinates
\( (x, y) \) Cartesian coordinates
\( (x, \psi) \) stream function coordinates
\( (x, \zeta) \) coordinates defined in (9-53)
\( Y = y - \psi \), defined in (6-2)
\( Z_1, Z_2, Z_3, Z_4 \) defined in (2-24), (2-27) and (2-29)
\( \bar{Z}_1 \) defined in (3-6)
\(\alpha\) angle of attack
\(\beta\) shock wave angle or \(\Delta x/\Delta \psi\) or \(\Delta \xi/\Delta \eta\)
\(\beta_0\) relaxation parameter for \(\Gamma\)
\(\Gamma\) circulation
\(\gamma\) ratio of specific heats
\(\Delta\) equation discriminant
\(\Delta, \nabla, \delta\) forward, backward and central difference quotient operators
\(\mu\) density jump factor defined in (5-6)
\(\nu\) switch parameter defined in (4-6)
\((\xi, \eta)\) stretched coordinates in Jones' transformation
\(\rho\) density
\(\sigma\) density reciprocal \(1/\rho\)
\((\tau, \psi)\) transformed coordinates in unsteady flows
\(\phi\) arbitrary curvilinear coordinate
\(\psi\) stream function
\(\omega\) vorticity
\(\nabla^2\) Laplace operator

Subscripts:
\(x, y, \phi, \psi, \xi, \eta, \zeta\) partial derivatives
\(i, j, k\) grid points
\(LE, TE\) leading and trailing edges, respectively

Subscripts or superscripts:
\(+, -\) upper/lower surfaces or downstream/upstream of shock waves
Chapter 1. Introduction

1.1 Transonic Flow Computation

Transonic flow is a widely encountered phenomenon in aeronautics and astronautics, occurring in flows past airfoils, wings, through nozzle throats, cascade blades or around blunt bodies, etc. Transonic flows are not easy to handle because the flow field is mixed supersonic/subsonic type with shock waves and, accordingly, its governing equations are nonlinear and of mixed hyperbolic/elliptic type with discontinuities. Therefore, transonic flow computation had little progress until Murman and Cole (1971) developed a type-dependent difference scheme and successfully solved the transonic small disturbance (TSD) equation twenty years ago. From then on, the numerical simulation of transonic flows has been one of the most up-surring topics for computational fluid dynamicists working in applied mathematics and aeronautical/aerospace engineering. The development of transonic computation may be divided into the following three stages:

1) TSD Stage: Following Murman and Cole’s landmark work, Murman (1974) and Murman and Krupp (1974) analyzed the shock structure and jump conditions and proposed the concept of shock point operator for shock capturing. Hafez and Cheng (1977) proposed the shock fitting technique and utilized it to treat the discontinuities in the transonic flow field. On the other hand, Chan et al. (1975) developed a finite element method with Galerkin and least squares residuals to calculate transonic flows around airfoils. The research work on the solution of the TSD equation continued for about a decade (Ballhaus et al. 1978, Jones and Dickenson 1980, Engquist and Osher 1980, ...).

2) F.P. Stage: Jameson (1974, 1976) extended Murman and Cole’s technique by constructing the rotated difference scheme and solved the full potential (F.P.) equation in the transonic range. In order to avoid the non-physical expansion shock, Hafez, South and Murman (1979) proposed the artificial density concept and solved the F. P. equation without upwind differencing. Holst and Ballhaus (1979)
also solved the F. P. equation using an implicit approximate factorization method. Transonic full potential calculations have attracted many researchers' attention and now have become widespread, for instance, Steger and Lomax (1972), Habashi and Hafez (1982a), Osher et al. (1985), Hafez et al. (1987), Dulikravich (1988), Hafez and Lovell (1988), etc.

3) **Euler Stage:** The full potential calculation is not accurate enough in some cases due to the neglect of entropy variation and vorticity production associated with shock waves. In this case, the Euler equations should be applied. A variety of numerical algorithms and computer codes to solve the Euler equations in the transonic regime have been developed, for example, Steger's (1978) application of Beam and Warming's (1976) implicit finite difference scheme to transonic flows, Pulliam and Chaussee's (1981) implicit approximate factorization algorithm, Jameson, Schmidt and Turkel's (1981) finite volume method with the explicit Runge-Kutta time stepping scheme, Steger and Warming's (1981) flux vector splitting method, Osher and Chakravarthy's (1983) upwind shock capturing scheme, Harten's (1983) total variation diminishing scheme, Ni's (1982) multigrid scheme for Euler equations, Moretti's (1985) nonconservative λ scheme, Jameson and Yoon's (1987) LU decomposition implicit scheme, Ecer and Akay's (1983) finite element methods and so forth. At an Euler solvers workshop in Monterey, CA, USA, researchers reported and discussed the recent progress in Euler solver investigations (see, for example, Pulliam 1987). The common features of most Euler schemes are:

i) The basic structure of the schemes is central differencing plus some form of artificial dissipation/viscosity/density;

ii) A favorable property of the Euler equations is that the nonlinear flux vectors are homogeneous functions of degree one of the primitive variable vector. This is a basic property which is exploited in most Euler schemes;

iii) Most schemes fall in the category of the time-dependent technique in which the steady Euler equations are solved by seeking the time-asymptotic solution to the unsteady Euler equations. Iterative relaxation algorithms are also considered
in this category.

Alternatively, quite a few researchers have attacked the transonic flow problem from another side, using the stream function/vorticity formulation, e.g. Habashi and Hafez (1982b), Hafez and Lovell (1983), Habashi et al. (1985), Atkins and Hassan (1985), Wang (1985), Hafez and Ahn sad (1988), Sherif and Hafez (1988), Hafez et al. (1989) and so on.

1.2 Stream Function Coordinate System (SFC)

In most CFD problems, grid generation is usually the first step of the computation to provide a body-fitting mesh system. The degree to which a numerical method can reduce the grid generation portion of CPU time is an important index of its efficiency and applicability. However, this step can be completely avoided by introducing the von Mises transformation (Ames 1965) and the corresponding stream function coordinate (SFC) system. The von Mises transformation is a streamline-based coordinate transformation which produces a body-fitting coordinate system without performing any conventional grid generation. This is because the transformation has an excellent property that allows a single set of equations to play a double role, i.e. simultaneously serving as governing equations (flow physics) and grid generation equations (flow geometry). In recent years, the stream function (or streamline) coordinate system has been used in fluid flow computations. Some of them are reviewed below.

For incompressible potential flow, Jeppson (1970) solved an axisymmetric flow from a large reservoir through a circular orifice using a streamline coordinate system in which the velocity potential and Stokes stream function are independent variables and the radial and axial dimensions are unknowns. Yang and Nelson (1979) employed a similar method to solve a 2D incompressible potential flow through the Griffith diffuser. Breeze-Stringfellow and Burggraf (1983) treated the interference flow of a propeller and a nacelle by solving the axisymmetric potential flow in stream tube coordinates where the stream function and axial distance are co-
ordinates. Using the same coordinates, Greywall (1985) solved 2D incompressible potential flows.

For incompressible viscous fluid flows, Duda and Vrentas (1967) developed a so-called Protean coordinate system, whose fundamental feature is the use of stream function as an independent variable in the radial direction of an axisymmetric flow. Essentially, this coordinate transformation is an extension of the method employed by von Mises (1927) to transform the boundary layer equations into a tractable form. Clermont and Lande (1986) and Andre et al. (1989) proposed a stream tube method in which the flow field is solved in a mapped domain where the transformed streamlines are rectilinear or circular. Their method is used to investigate axisymmetric viscous flows including the flow through a convergent duct and a jet flow at the exit of a cylindrical tube. To handle hydraulic power machinery problems, Takahashi (1982) derived the governing equations for 2D and axisymmetric laminar flows in an orthogonal curvilinear coordinate system where one coordinate is a streamline and the other is perpendicular to the streamline. The metrics are to be solved as unknowns. Using this method, Takahashi solved the 2D liquid jet flow from a channel with parallel walls into the atmosphere, Takahashi and Tsukiji (1985) solved a 2D laminar jet issuing from a skewed-symmetrical orifice in the spool valve mechanism generally used in hydraulic power systems and Tsukiji and Takahashi (1989) solved an axisymmetric laminar jet leaving a Poiseuille tube.

For compressible fluid flows, on the other hand, Pearson (1981) proposed a 3D streamline coordinate method in which the streamline geometry is expressed in terms of two parameters (for 2D flow only one parameter is needed) and is corrected iteratively by the transformed governing equations in the streamline coordinates. In fact, this approach is the same as that in the von Mises transformation if the two parameters are taken as two stream functions. Using this method, he calculated a 2D jet flow from an orifice into the air. Owen and Pearson (1988) extended the method to solve an axisymmetric actuator disc flow in a turbomachine and 3D flows through ducts with various cross sections and the flow past a 3D corner. In the case
of unsteady flow, Srinivasan and Spalding (1986) solved the shock tube flow using 1D unsteady gas dynamics equations for primitive variables in stream function coordinates. In turbomachinery analysis and design, since Wu (1952) proposed the general theory of the stream surfaces to solve cascade problems, the applications of this theory have been extensive. A typical work of this kind is the image-plane method used in the inverse problems of cascade flows by Liu and Tao (1989) and Chen et al. (1989). Their method leads to a problem of solving an integro-differential equation for the meridian angle in cylindrical coordinates in the von Mises coordinates, composed of the axial distance and the stream function, which construct an image-plane. Furthermore, Liu and Zhang (1989) improved their approach by introducing another unknown, the moment function, which represents a generalization of the Kutta-Joukowski lift theorem for 2D flow. The above approaches and applications are summarized by Liu (1991). Huang and Dulikravich (1986) and Dulikravich (1988, 1990) suggested that the streamwise coordinate system in which the stream function serves as a coordinate be referred to as the stream-function-coordinates (SFC). Applying this concept they gave an explicit formulation for 3D inviscid steady compressible flow and solved the incompressible flow around a cylinder and the subsonic flow past an airfoil.

Regarding von Mises coordinates, since Barron (1989) connected Martin's (1971) approach with the von Mises transformation and successfully solved the resulting elliptic equation to simulate incompressible potential flow past an airfoil, numerical simulations based on the von Mises transformation and stream function coordinates have been considerably extended, such as to incompressible lifting (Naeem and Barron 1989), axisymmetric (Barron et al. 1990) and design (Barron 1990) problems, as well as to transonic analysis and design problems (Barron and Naeem 1989, Naeem and Barron 1990, Barron and Naeem 1991, Barron and An 1991, An and Barron 1992).
1.3 Present Work

In this study, a new approach is developed to calculate two dimensional steady transonic flows past airfoils using the Euler equations in a stream function coordinate system. Through the introduction of stream function and von Mises transformation, a set of Euler-equivalent equations in stream function coordinates is formulated. It consists of three coupled equations with three unknowns. One is a geometrical variable, the streamline ordinate \( y \), and the other two are physical quantities, density \( \rho \) and vorticity \( \omega \). All of them are unknown functions of the von Mises variables, abscissa \( x \) and stream function \( \psi \). These three equations are numerically solved sequentially and iteratively. To solve the ‘main equation’ for \( y \), which is a mathematically well classified and physically consistent second order partial differential equation, Murman and Cole’s type-dependent difference scheme is applied. To treat the embedded shock wave correctly, the shock jump conditions are analyzed and a shock point operator is constructed in stream function coordinates.

In order to solve for density \( \rho \), a traditional method is to use the Bernoulli equation. In the transonic range, however, the classical double density problem still exists in the new stream function coordinate formulation. From the author and his colleagues’ experiences, even if the artificial density technique is applied in conjunction with the use of upwind differencing in supersonic regions, the supersonic pocket and the shock waves are still difficult to handle. This is perhaps because there is no obvious mechanism by which the artificial density provides dissipation to the \( y \) equation, as explained by Jameson (1976) or Hafez et al.(1979) for the potential equation and by Habashi and Hafez (1982b) or Hafez and Lovell (1983) for the stream function equation. To overcome this difficulty, instead of solving the algebraic Bernoulli equation, a first order partial or ordinary differential equation, called the ‘secondary equation’, is derived and solved to avoid the double density trouble. Once \( y \) and \( \rho \) are obtained, \( \omega \) can be easily calculated from its definition.

Under the isentropic and irrotationality assumptions, the full potential-equivalent equations in stream function coordinates are formulated and several choices for the
'secondary variables' and the related equations are possible. If a further assumption of incompressibility is made, the Laplace-equivalent equation in the stream function coordinates can be derived.

In the first part of this dissertation, the Euler-equivalent equations and the full potential-equivalent equations are formulated in chapters 2 and 3, respectively. This constitutes the principal theoretical analysis and presents the basic mathematical models. The second part consists of numerical methodologies. In Chapter 4, numerical techniques related to our problems, such as type-dependent difference scheme, successive line overrelaxation (SLOR), first order equation marching strategy, etc., are discussed. In chapter 5, attention is paid to the shock wave treatment, including the analysis of the shock jump conditions and structure of the shock point operator. Chapter 6 extends the procedure given in the previous two chapters to a stretched coordinate system. Chapter 7 gives the results of analysis and design problems using the full potential formulation. Chapter 8 gives the Euler solution. In both these chapters, sample computations are conducted and the calculated results are compared with the available experimental data and other computations. In chapter 9, some extensions of the basic analysis have been made, including the extensions to axisymmetric flows, to unsteady flows, to viscous flows, to the arc length/stream function coordinates and to the \((x, \zeta)\) coordinates. They are direct and immediate extensions of the approach proposed in this dissertation and can be conducted in the future. In the last chapter, brief conclusions are given, the advantages and limitations of the present approach are discussed and possible ways to resolve the problems are suggested.
Chapter 2. Euler Formulation in SFC

2.1 Euler Equations in Stream Function Form

For a two dimensional, steady, inviscid fluid flow around an airfoil, the most accurate mathematical model is the Euler equations

\[
\begin{pmatrix}
\rho u \\
\rho \rho u^2 + p \\
\rho uv \\
\rho uH
\end{pmatrix}_x + \begin{pmatrix}
\rho v \\
\rho uv \\
\rho v^2 + p \\
\rho vH
\end{pmatrix}_y = 0
\] (2-1)

where

\[H = \gamma \frac{p}{\gamma - 1 \rho} + \frac{u^2 + v^2}{2}\]

is total enthalpy per unit mass, \(\rho\) is density, \(u\) and \(v\) are velocity components in Cartesian coordinates \((x, y)\), \(p\) is pressure and \(\gamma\) is the ratio of specific heats. The dependent variables \(\rho, u, v\) and \(p\) have been normalized by the quantities at free stream condition: density \(\rho_\infty\), speed \(V_\infty\) and dynamic pressure head \(\rho_\infty V_\infty^2\). The independent variables \(x\) and \(y\) have been scaled by the airfoil chord length.

Introducing stream function \(\psi\), such that

\[\psi_y = \rho u, \quad \psi_x = -\rho v,\] (2-2)

the first equation in (2-1), the continuity equation, is automatically satisfied and the Euler equations take the stream function form

\[
\begin{pmatrix}
\psi_y^2/\rho + p \\
-\psi_x \psi_y/\rho \\
\psi_x H
\end{pmatrix}_x + \begin{pmatrix}
-\psi_x \psi_y/\rho \\
\psi_x^2/\rho + p \\
-\psi_x H
\end{pmatrix}_y = 0
\] (2-3)

where

\[H = \gamma \frac{p}{\gamma - 1 \rho} + \frac{\psi_x^2 + \psi_y^2}{2\rho^2}\]

is the total enthalpy in stream function form. Here, only three equations are left with three unknowns \(\psi, \rho\) and \(p\), as functions of \(x\) and \(y\).
2.2 von Mises Transformation and Stream Function Coordinates

The explicit form of stream function \( \psi = \psi(x, y) \) can be written in an implicit form as \( F(x, y; \psi) = 0 \), or in an alternative explicit form as \( y = y(x, \psi) \). This process is equivalent to the introduction of the von Mises transformation (Pai 1956 or Ames 1965):

\[
x \equiv \phi, \quad y = y(\phi, \psi) \quad \text{or} \quad \phi \equiv x, \quad \psi = \psi(x, y).
\]  
(2-4)

Now, notice that

\[
x_\phi = 1, \quad x_\psi = 0 \quad \text{or} \quad \phi_x = 1, \quad \phi_y = 0
\]  
(2-5)

so that the Jacobian of the transformation is

\[
J = \frac{\partial(x, y)}{\partial(\phi, \psi)} = \det \begin{pmatrix} x_\phi & x_\psi \\ y_\phi & y_\psi \end{pmatrix} = y_\psi
\]  
(2-6)

and the differential operators are

\[
\frac{\partial}{\partial x} = \frac{\partial}{\partial \phi} + \psi_x \frac{\partial}{\partial \psi}, \quad \frac{\partial}{\partial y} = \psi_y \frac{\partial}{\partial \psi}.
\]  
(2-7)

Applying (2-7) to \( y \) gives

\[
0 = y_\phi + \psi_x y_\psi, \quad 1 = \psi_y y_\psi
\]  
(2-8)

which implies that

\[
\psi_x = -\frac{y_\phi}{y_\psi}, \quad \psi_y = \frac{1}{y_\psi}.
\]  
(2-9)

Therefore, the differential operators become

\[
\frac{\partial}{\partial x} = \frac{\partial}{\partial \phi} - \frac{y_\phi}{y_\psi} \frac{\partial}{\partial \psi}, \quad \frac{\partial}{\partial y} = \frac{1}{y_\psi} \frac{\partial}{\partial \psi}.
\]  
(2-10)

The Euler equations in stream function form (2-3) can be written in a compact form

\[
\tilde{F}_x + \tilde{G}_y = 0
\]  
(2-11)
where
\[
\mathbf{F} = \begin{pmatrix}
\frac{\psi_y^2}{\rho} + p \\
-\frac{\psi_x \psi_y}{\rho} \\
\frac{\psi^2}{\rho} + p \\
\psi_y H
\end{pmatrix}, \quad \mathbf{G} = \begin{pmatrix}
-\frac{\psi_x \psi_y}{\rho} \\
\frac{\psi_x^2}{\rho} + p \\
-\frac{\psi_x}{\rho} \\
-\psi_x H
\end{pmatrix}.
\]

If the Jacobian of the transformation \( J = y_\psi \neq 0 \) and finite, then the Euler equations in stream function form (2-11) can be transformed to
\[
F_\phi \frac{y_\phi}{y_\psi} F_\psi + \frac{1}{y_\psi} G_\psi = 0
\] (2-12)
where
\[
F = \begin{pmatrix}
\frac{1}{(\rho y_\psi^2)} + p \\
\frac{y_\phi/(\rho y_\psi^2)}{y_\phi H/y_\psi} \\
\frac{y_\phi^2/(\rho y_\psi^2)}{y_\phi H/y_\psi} \\
\frac{y_\phi H/y_\psi}{y_\phi H/y_\psi}
\end{pmatrix}, \quad G = \begin{pmatrix}
\frac{y_\phi}{(\rho y_\psi^2)} \\
\frac{y_\phi^2/(\rho y_\psi^2)}{y_\phi H/y_\psi} \\
\frac{y_\phi H/y_\psi}{y_\phi H/y_\psi}
\end{pmatrix}.
\]

Multiplying (2-12) by \( y_\psi \), we have
\[
y_\psi F_\phi - y_\phi F_\psi + G_\psi = 0
\]
or
\[
(y_\psi F)_\phi + (G - y_\phi F)_\psi = 0.
\] (2-13)

Substituting the expressions for \( F \) and \( G \) in (2-12) into (2-13) and simplifying the resulting equations, we get
\[
\begin{pmatrix}
\frac{1}{(\rho y_\psi^2)} + p y_\psi \\
\frac{y_\phi/(\rho y_\psi^2)}{y_\phi H} \\
\frac{y_\phi^2/(\rho y_\psi^2)}{y_\phi H}
\end{pmatrix}_\phi 
+ \begin{pmatrix}
-p y_\phi \\
p \\
0
\end{pmatrix}_\psi = 0
\] (2-14)
where
\[
H = \frac{\gamma}{\gamma - 1} \rho + \frac{1 + y_\phi^2}{2 \rho^2 y_\phi^2}.
\]

Noticing that \( \phi \equiv x \), we can rewrite the Euler equations (2-14) in \((x, \psi)\) coordinates
\[
\begin{pmatrix}
\frac{1}{(\rho y_\psi^2)} + p y_\psi \\
\frac{y_x/(\rho y_\psi^2)}{y_x H} \\
\frac{y_x^2/(\rho y_\psi^2)}{y_x H}
\end{pmatrix}_x 
+ \begin{pmatrix}
-p y_x \\
p \\
0
\end{pmatrix}_\psi = 0
\] (2-15)
where
\[
H = \frac{\gamma}{\gamma - 1} \rho + \frac{1 + y_x^2}{2 \rho^2 y_x^2}.
\]
Usually, the \((x, \psi)\) coordinates are referred to as the stream function coordinates (SFC) as suggested by Huang and Dulikravich (1986). The Euler equations (2-15) in stream function coordinates \((x, \psi)\) are completely equivalent to the Euler equations (2-1) in Cartesian coordinates \((x, y)\) as long as the von Mises transformation is permissible for the problem under consideration. In this formulation, there are three dependent variables, streamline ordinate \(y\), density \(\rho\) and pressure \(p\), as unknown functions of two independent variables, abscissa \(x\) and stream function \(\psi\).

The last equation in (2-15), \(H_x = 0\), means that the total enthalpy \(H\) is invariant along a streamline. However, for a flow with uniform free stream, \(H\) is also invariant along any line. Therefore, \(H\) is a constant throughout the flow field. This is the homoenergetic assumption made by many Euler equation researchers, e.g. Ni (1982). The constant can be evaluated at free stream conditions

\[
H = H_\infty = \frac{1}{2} + \frac{1}{(\gamma - 1)M_\infty^2}.
\]  

(2-16)

Thus, equations (2-15) become

\[
\left(\frac{1}{\rho y_\psi} + py_\psi\right)_x - (py_x)_\psi = 0,
\]  

(2-17a)

\[
\left(\frac{y_x}{\rho y_\psi}\right)_x + p_\psi = 0,
\]  

(2-17b)

\[
\frac{\gamma}{\gamma - 1} \frac{p}{\rho} + \frac{1 + y_{\psi}^2}{2\rho^2y_\psi^2} = H_\infty.
\]  

(2-17c)

Here, the energy equation has been reduced to an algebraic equation for \(p\), \(\rho\) and \(y\) derivatives due to the homoenergetic assumption.

Equations (2-2) and (2-9) imply that

\[
u = \frac{1}{\rho y_\psi}, \quad v = \frac{y_x}{\rho y_\psi},
\]  

(2-18)

and therefore, the velocity components can be easily calculated after equations (2-17) are solved.
2.3 Euler-Equivalent Equations in SFC

Equations (2-17) are not easy to solve simultaneously and directly. However, if we manage to solve one of the equations resulting from (2-17a) and (2-17b) for \( y \) and the other for \( \rho \), and calculate \( p \) from the last algebraic equation (2-17c), then we might be successful. As a matter of fact, this approach is quite feasible because the prospective \( y \) equation will be a second order partial differential equation which is more convenient to classify and solve.

Expanding (2-17a) and (2-17b) gives

\[
y_{x\psi} + y_{\psi} \frac{\rho_{x}}{\rho} - \rho y_{\psi}^{3} p_{x} + \rho y_{x} y_{\psi}^{2} p_{\psi} = 0,
\]

(2-19a)

\[
y_{\psi} y_{xx} - y_{\psi} y_{xx} y_{\psi} - y_{x} y_{\psi} \frac{\rho_{x}}{\rho} + \rho y_{\psi}^{2} p_{\psi} = 0.
\]

(2-19b)

Differentiating (2-17c) with respect to \( x \) leads to

\[
\frac{\gamma}{\gamma - 1} \rho y_{\psi}^{3} p_{x} = -y_{x} y_{\psi} y_{xx} + (1 + y_{x}^{2}) y_{xx} \psi
\]

\[
+ y_{\psi} (H_{\infty} \rho y_{\psi}^{2} + \frac{1 + y_{x}^{2}}{2}) \frac{\rho_{x}}{\rho},
\]

(2-20a)

and, with respect to \( \psi \), leads to

\[
\frac{\gamma}{\gamma - 1} \rho y_{\psi}^{2} p_{\psi} = -y_{\psi} y_{xx} + \frac{1}{u_{\psi}} (1 + y_{x}^{2}) y_{\psi} \psi
\]

\[
+ (H_{\infty} \rho y_{\psi}^{2} + \frac{1 + y_{x}^{2}}{2}) \frac{\rho_{\psi}}{\rho}.
\]

(2-20b)

Substituting \( p_{x}, p_{\psi} \) from (2-20a), (2-20b) into (2-19a) and (2-19b) yields

\[
2 y_{x} y_{\psi}^{2} y_{xx} + 2 y_{\psi} (\frac{1}{\gamma - 1} - 2 y_{x}^{2}) y_{xx} \psi + 2 y_{x} (1 + y_{x}^{2}) y_{\psi} \psi
\]

\[
=y_{\psi}^{2} (2 H_{\infty} \rho y_{\psi}^{2} - \frac{\gamma + 1}{\gamma - 1} + y_{x}^{2}) \frac{\rho_{x}}{\rho}
\]

\[- y_{x} y_{\psi} (2 H_{\infty} \rho y_{\psi}^{2} + 1 + y_{x}^{2}) \frac{\rho_{\psi}}{\rho},
\]

(2-21a)

\[
\frac{2\gamma}{\gamma - 1} y_{\psi}^{2} y_{xx} - \frac{2(2\gamma - 1)}{\gamma - 1} y_{x} y_{\psi} y_{xx} + 2 (1 + y_{x}^{2}) y_{\psi} \psi
\]

12
\[ \frac{2\gamma}{\gamma - 1} y_x y^2 \frac{p_x}{\rho} - y_\psi (2H_\infty \rho^2 y^2_\psi + 1 + y^2_x) \frac{p_\psi}{\rho}. \quad (2-21b) \]

The vorticity is defined by

\[ \omega = u_x - u_y \]

in Cartesian coordinates and expressed as

\[ \omega = \frac{1}{y_\psi} \left\{ \left( \frac{y_x}{\rho} \right)_x - \left[ \frac{1 + y^2_x}{\rho y_\psi} \right] \right\} \quad (2-22) \]

in \((x, \psi)\) coordinates, or

\[ y^2_\psi y_{xx} - 2 y_x y_\psi y_{x\psi} + (1 + y^2_x) y_{\psi\psi} \]

\[ = y_x y^2_\psi \frac{p_x}{\rho} - y_\psi (1 + y^2_x) \frac{p_\psi}{\rho} + \rho \omega y^3_\psi \quad (2-23) \]

after expansion.

Solving equations (2-21a) and (2-21b) for \(p_x/\rho\) and \(p_\psi/\rho\), substituting them into equation (2-23) and simplifying the resulting equation, we get

\[ (y^2_\psi - Z_1) y_{xx} - 2 y_x y_\psi y_{x\psi} + (1 + y^2_x) y_{\psi\psi} = Z_2 \quad (2-24) \]

where

\[ Z_1 = \frac{2}{\gamma - 1} \frac{y^2_\psi}{2H_\infty \rho^2 y^2_\psi - (1 + y^2_x)} \]

is the compressibility parameter and

\[ Z_2 = \rho \omega y^3_\psi \frac{2H_\infty \rho^2 y^2_\psi + (1 + y^2_x)}{2H_\infty \rho^2 y^2_\psi - (1 + y^2_x)} \]

incorporates the rotational effect.

Equation (2-24), which can be solved for \(y\) if \(\rho\) and \(\omega\) are known, is a second order nonlinear nonhomogeneous partial differential equation. To classify this equation, consider its discriminant

\[ \Delta = (-2y_x y_\psi)^2 - 4(y^2_\psi - Z_1)(1 + y^2_x) \]

\[ = \frac{-4y^2_\psi}{H_\infty - (1 + y^2_x)/(2\rho^2 y^2_\psi)} \left\{ H_\infty - \frac{1 + y^2_x}{2\gamma - 1 \rho^2 y^2_\psi} \right\}. \quad (2-25) \]
The coefficient before the curly brackets is negative due to equation (2.17c). Thus, the type of equation (2.24) is hyperbolic (or elliptic) if

\[ H_\infty - \frac{1 + y_x^2}{2^{\frac{\gamma - 1}{\gamma + 1}} \rho^2 y_\psi^2} < 0 \quad \text{(or > 0).} \]

On the other hand,

\[
M^2 - 1 = \frac{V^2}{a^2} - 1
= \frac{V^2}{\gamma p/\rho} - 1
= \frac{1}{\gamma - 1}(1 + y_x^2)/(\rho^2 y_\psi^2)
\]

\[
= \frac{-1}{H_\infty - (1 + y_x^2)/(2\rho^2 y_\psi^2)} \left\{ H_\infty - \frac{1 + y_x^2}{2^{\frac{\gamma - 1}{\gamma + 1}} \rho^2 y_\psi^2} \right\} \quad (2.26)
\]

where \( V \) is velocity, \( a \) is speed of sound and \( M \) is local Mach number. So, the local flow is supersonic (or subsonic) if

\[ H_\infty - \frac{1 + y_x^2}{2^{\frac{\gamma - 1}{\gamma + 1}} \rho^2 y_\psi^2} < 0 \quad \text{(or > 0).} \]

Comparing equations (2.25) and (2.26), we conclude that if the local flow is supersonic (or subsonic), then the governing equation must be hyperbolic (or elliptic). Therefore, the classification of the governing equation remains invariant after the von Mises transformation, or in other words, the mathematical classification of the governing equation in stream function coordinates \((x, \psi)\) is consistent with the physical nature of the local flow field. This feature provides the possibility of applying the type-dependent difference scheme proposed by Murman and Cole (1971) to numerically solve equation (2.24) for \( y \).

It is obvious that equation (2.24) for \( y \) is coupled with \( \rho \) and \( \omega \) through \( Z_1 \) and \( Z_2 \). Therefore, to solve equation (2.24) for \( y \) iteratively, \( \rho \) and \( \omega \) must be updated from iteration to iteration. In order to update density \( \rho \), we have several options:
i) V-PDE mode

Eliminating the term

\[ y_{\psi}^2 y_{xx} - 2y_x y_{\psi} y_{xx} + (1 + y_x^2) y_{\psi} \]

from (2-23) and (2-24), we get

\[ y_x y_{\psi}^2 \rho_x - y_{\psi} (1 + y_x^2) \rho_x = (Z_1 y_{xx} + Z_2) \rho \quad (2-27) \]

where the compressibility parameter \( Z_1 \) is the same as in (2-24) and

\[ Z_3 = Z_2 - \rho \omega y_{\psi}^3 \frac{2 \rho \omega y_{\psi}^3 (1 + y_x^2)}{2 H \omega \rho^2 y_{\psi}^2 - (1 + y_x^2)} \]

is the term representing the rotational effect. Equation (2-27) is a first order non-linear partial differential equation for \( \rho \). From the theory of first order partial differential equations (Courant and Hilbert 1965), the slope of its characteristic curve is

\[ \frac{d\psi}{dx} = -\frac{1 + y_x^2}{y_x y_{\psi}}. \quad (2-28) \]

At infinity, \( y_x \to 0, y_{\psi} \to 1 \), and hence \( d\psi/dx \to \infty \). Therefore, the characteristic curve of (2-27) at infinity is a vertical line in the \((x, \psi)\) plane. For this reason, it is termed the V-PDE mode.

ii) H-PDE mode

Rewriting (2-21a) in the form

\[ y_{\psi}^2 (2H \omega \rho^2 y_{\psi}^2 - \frac{\gamma + 1}{\gamma - 1} + y_x^2) \frac{\rho_x}{\rho} - y_x y_{\psi} (2H \omega \rho^2 y_{\psi}^2 + 1 + y_x^2) \frac{\rho_{\psi}}{\rho} \]

\[ = 2y_x y_{\psi}^2 y_{xx} + 2y_{\psi} \left( \frac{1}{\gamma - 1} - 2y_x^2 \right) y_{xx \psi} + 2y_x (1 + y_x^2) y_{\psi \psi}, \]

multiplying (2-23) by a factor of \( 2y_x \)

\[ 2y_x^2 y_{\psi}^2 \frac{\rho_x}{\rho} - 2y_x y_{\psi} (1 + y_x^2) \frac{\rho_{\psi}}{\rho} = \]
\[2y_x y_{\psi}^2 y_{xx} - 4y_x^2 y_{\psi} y_{x\psi} + 2y_x (1 + y_x^2) y_{x\psi} - 2\rho \omega y_x y_{\psi}^3,\]

subtracting them and dividing the resulting equation by \(y_{\psi}\), we get

\[y_{\psi} \left(2H_{\infty} \rho^2 y_{\psi}^2 - \frac{\gamma + 1}{\gamma - 1} y_x^2\right) \frac{\rho_x}{\rho} - y_x \left(2H_{\infty} \rho^2 y_{\psi}^2 - (1 + y_x^2)\right) \frac{\rho}{\rho}\]

\[= \frac{2}{\gamma - 1} y_{x\psi} + 2\rho \omega y_x y_{\psi}^2\]

which can be written as

\[y_{\psi} (y_{\psi}^2 - Z_1) \rho_x - y_x y_{\psi}^2 \rho = (Z_1 y_{x\psi} + Z_4) \rho \tag{2-29}\]

where \(Z_1\) is the same as in (2-24) and the rotational effect is included in

\[Z_4 = \frac{2\rho \omega y_x y_{\psi}^4}{2H_{\infty} \rho^2 y_{\psi}^2 - (1 + y_x^2)}\]

Equation (2-29) is also a first order nonlinear partial differential equation for density \(\rho\). However, in contrast to equation (2-27), the slope of its characteristic curve is

\[\frac{d\psi}{dx} = -y_x \frac{2H_{\infty} \rho^2 y_{\psi}^2 - (1 + y_x^2)}{y_{\psi} 2H_{\infty} \rho^2 y_{\psi}^2 - \left(\frac{\gamma + 1}{\gamma - 1} + y_x^2\right)} \tag{2-30}\]

At infinity, \(y_x \to 0, y_{\psi} \to 1, \rho \to 1\), and therefore \(d\psi/dx \to 0\). That is, the horizontal line at infinity is a characteristic curve of equation (2-29). Therefore, this method of updating \(\rho\) is called the H-PDE mode.

\[\text{iii) ODE mode}\]

Eliminating the \(\rho_{\psi}/\rho\) term from equations (2-21a) and (2-21b), we have

\[-\frac{2}{\gamma - 1} \left(y_x y_{\psi}^2 y_{xx} - y_{\psi} (1 + y_x^2) y_{x\psi}\right)\]

\[= y_{\psi}^2 \left(2H_{\infty} \rho^2 y_{\psi}^2 - \frac{\gamma + 1}{\gamma - 1} (1 + y_x^2)\right) \frac{\rho_x}{\rho}\]

or

\[-\frac{1}{\gamma - 1} \left\{(1 + y_x^2) \frac{y_{\psi}^2}{y_{\psi}^2} - \frac{(1 + y_x^2) (y_{\psi}^2)}{y_{\psi}^4}\right\} = 2 \left\{H_{\infty} - \frac{1 + y_x^2}{2 \gamma - 1 \rho^2 y_{\psi}^2}\right\} \rho \rho_x\]
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which finally simplifies to

\[ (\rho^2)_x = -\frac{1}{\gamma - 1} \left\{ \frac{1 + y^2_z}{y^2_{\psi}} \right\}_x / \left\{ H_\infty^2 - \frac{1 + y^2_z}{2\gamma - 1} \rho^2 y^2_{\psi} \right\}. \]  \hspace{1cm} (2-31)

Equation (2-31) is a first order nonlinear ordinary differential equation for \( \rho^2 \) which can be solved by marching it from some initial values, step by step (cf. Johnson and Riess 1982). Numerical solutions can be obtained at all points except for sonic points and shock waves.

At a sonic point, equation (2-31) deteriorates to an indeterminate form because both numerator (mass flux rate) and denominator (critical velocity criterion) vanish and cannot be solved for \( \rho^2 \). Fortunately, \( \rho^2 \) can be obtained by requiring that the local velocity be equal to the local speed of sound, i.e.

\[ \rho^2 = \frac{1 + y^2_z}{2\gamma - 1} \frac{1}{H_\infty y^2_{\psi}}. \]  \hspace{1cm} (2-32)

Across a shock wave, the differential equation (2-31) fails because \( \rho \) and derivatives of \( y \) are discontinuous. Thus, equation (2-31) should be replaced by the Rankine-Hugoniot shock relation (Landau and Lifshitz 1959)

\[ \frac{\rho_+}{\rho_-} = \frac{\gamma + 1}{\gamma} \left( M^2 \right)_-. \]

where the squared Mach number upstream of the shock can be calculated from

\[ \left( M^2 \right)_- = \left[ \frac{\frac{2}{\gamma - 1} (1 + y^2_z)}{2 H_\infty \rho^2 y^2_{\psi} - (1 + y^2_z)} \right]_. \]

Substituting the expression of \( (M^2)_- \) into the Rankine-Hugoniot relation, the density downstream of the shock is given by

\[ \rho_+ = \left[ \frac{1 + y^2_z}{2\gamma - 1} H_\infty y^2_{\psi} \rho \right]_. \hspace{1cm} (2-33) \]

Here, the subscript "+" and "−" denote the quantities downstream and upstream of the shock, respectively. Equations (2-31)-(2-33) can be solved for density \( \rho \).
After \( y \) is solved from (2-24) and \( \rho \) is updated from (2-27) or (2-29) or (2-31)-(2-33), the vorticity \( \omega \) can be updated from its definition (2-22). These equations, (2-24), (2-27) or (2-29) or (2-31)-(2-33) and (2-22), constitute a complete set of the 'Euler-equivalent equations' in the stream function coordinates \((x, \psi)\). For convenience, equation (2-24) is referred to as the 'main equation' for the corresponding 'main variable' \( y \) (geometric quantity) and equations (2-27) or (2-29) or (2-31)-(2-33) and (2-22) are referred to as the 'secondary equations' for the related 'secondary variables', \( \rho \) and \( \omega \) (physical quantities). Having solved for \( y, \rho \) and \( \omega \), we can calculate the local Mach number and pressure coefficient from

\[
M^2 = \frac{\frac{2}{\gamma - 1}(1 + y_{x}^2)}{2H_{\infty}\rho^{2}y_{\psi}^2 - (1 - y_{x}^2)}, \tag{2-34}
\]

\[
C_{p} = 2(p - \frac{1}{\gamma M_{\infty}^2}) \tag{2-35}
\]

where

\[
p = \frac{\gamma - 1}{\gamma}(H_{\infty}\rho - \frac{1 + y_{x}^2}{2\rho y_{\psi}^2}).
\]
Chapter 3. Full Potential Formulation in SFC

3.1 Non-Isonropic Irrotational Flows

For non-isentropic irrotational flows (Hafez et al. 1985), \( \omega = 0 \), the main equation (2-24) reduces to a homogeneous one

\[
(y^2_{\psi} - Z_1)y_{xx} - 2y_x y_{\psi} y_{x\psi} + (1 + y^2_x)y_{\psi\psi} = 0
\]

(3-1)

where the compressibility parameter is

\[
Z_1 = \frac{\frac{2}{\gamma-1}y^2_{\psi}}{2H_{\infty} \rho^2 y^2_{\psi} - (1 + y^2_x)}.
\]

The secondary equations (2-27) and (2-29) are simplified because \( Z_3 = 0 \) and \( Z_4 = 0 \) while (2-31)–(2-33) remain the same:

i) V-PDE mode

\[
y_x y^2_{\psi} \rho_x - y_{\psi} (1 + y^2_x) \rho_{\psi} = Z_1 y_{xx} \rho;
\]

(3-2)

ii) H-PDE mode

\[
y_{\psi} (y^2_{\psi} - Z_1) \rho_x - y_{xx} y^2_{\psi} \rho_{\psi} = Z_1 y_{x\psi} \rho;
\]

(3-3)

iii) ODE mode

\[
(\rho^2)_x = -\frac{1}{\gamma-1} \left[ \frac{1 + y^2_x}{y^2_{\psi}} \right]_x / \{ H_{\infty} - \frac{1 + y^2_x}{2 \gamma-1 H_{\infty} \rho^2 y^2_{\psi}} \},
\]

(3-4a)

\[
\rho^2 = \frac{1 + y^2_x}{2 \gamma-1 H_{\infty} y^2_{\psi}} \quad \text{at sonic points},
\]

(3-4b)

\[
\rho_+ = \left[ \frac{1 + y^2_x}{2 \gamma-1 H_{\infty} y^2_{\psi}} \right]_+ \quad \text{at shock waves}.
\]

(3-4c)

To obtain a more compact formulation, let

\[
\tilde{R} = \rho^2.
\]

(3-5)
Then, the main equation (3-1) reads

\[(y_\psi^2 - \tilde{Z}_1)y_{xx} - 2y_x y_\psi y_{xx} + (1 + y_x^2)y_{\psi \psi} = 0\]  \hspace{1cm} (3-6)

where

\[\tilde{Z}_1 = \frac{y_\psi^2}{2H_\infty \tilde{R} y_\psi^2 - (1 + y_x^2)}.\]

Accordingly, the secondary equations (3-2)—(3-4) are reduced to:

\[\text{i) V-PDE mode}\]

\[y_\psi y_\psi^2 \tilde{R}_x - y_\psi (1 + y_x^2) \tilde{R}_\psi = 2\tilde{Z}_1 y_{xx} \tilde{R};\]  \hspace{1cm} (3-7)

\[\text{ii) H-PDE mode}\]

\[y_\psi (y_\psi^2 - \tilde{Z}_1) \tilde{R}_x - y_x y_\psi^2 \tilde{R}_\psi = 2\tilde{Z}_1 y_{x\psi} \tilde{R};\]  \hspace{1cm} (3-8)

\[\text{iii) ODE mode}\]

\[\tilde{R}_x = -\frac{1}{\gamma - 1} \left[ \frac{1 + y_x^2}{y_\psi^2} \right]_x \{H_\infty - \frac{1 + y_x^2}{2\gamma - 1 \tilde{R} y_\psi^2} \}, \hspace{1cm} (3-9a)\]

\[\tilde{R} = \frac{1 + y_x^2}{2\gamma - 1 \tilde{R} y_\psi^2} \hspace{1cm} \text{at sonic points,} \hspace{1cm} (3-9b)\]

\[\tilde{R}_+ = \left( \frac{1 + y_x^2}{2\gamma - 1 \tilde{R} y_\psi^2} \right)^2 \frac{1}{\tilde{R}} \hspace{1cm} \text{at shock waves.} \hspace{1cm} (3-9c)\]

The main equation (3-6) and one of the secondary equations (3-7)—(3-9) construct a complete set of equations to solve for \(y\) and \(\tilde{R}\).

### 3.2 Isentropic Rotational Flows

If the flows are isentropic and rotational, then

\[p = \frac{\rho^\gamma}{\gamma M_\infty^2} \hspace{1cm} (3-10)\]

holds and

\[\omega = \frac{1}{y_\psi} \left[ \frac{[y_x y_\psi]^x}{\rho} - \frac{1 + y_x^2}{\rho y_\psi} \right] \neq 0. \hspace{1cm} (3-11)\]
Expanding (3-11) leads to

\[
y_\psi^2 y_{xx} - 2y_x y_\psi y_{x\psi} + (1 + y_z^2) y_{\psi\psi} = y_\psi^2 \frac{p_x}{\rho} - y_\psi (1 + y_z^2) \frac{\rho_x}{\rho} + \rho \omega y_\psi^3
\]  

(3-12)

Differentiating the isentropic relation (3-10) with respect to \( x \) and \( \psi \) yields

\[
p_x = \frac{\rho \gamma - 1}{M_\infty^2 \rho_x}, \quad p_\psi = \frac{\rho \gamma - 1}{M_\infty^2 \rho_\psi}.
\]  

(3-13)

Substituting these into the \( x \)- and \( y \)-momentum equations (2-19a) and (2-19b) gives

\[
y_{x\psi} - y_\psi \left( y_\psi^2 \frac{\rho_x}{M_\infty} - 1 \right) \frac{\rho_x}{\rho} + y_z y_\psi \frac{2 \rho \gamma - 1}{M_\infty^2} \frac{\rho_\psi}{\rho} = 0,
\]  

(3-14a)

\[
y_{xy} - y_x y_\psi - y_z y_\psi \frac{\rho_x}{\rho} + y_\psi \frac{2 \rho \gamma - 1}{M_\infty^2} \frac{\rho_\psi}{\rho} = 0.
\]  

(3-14b)

Solving (3-14a) and (3-14b) for \( \rho_x/\rho \) and \( \rho_\psi/\rho \), substituting them into (3-12) and simplifying the resulting equation, we get

\[
\left( y_\psi^2 - \frac{M_\infty^2}{\rho \gamma + 1} \right) y_{xx} - 2 y_x y_\psi y_{x\psi} + (1 + y_z^2) y_{\psi\psi} = \rho \omega y_\psi^3.
\]  

(3-15)

Eliminating \( y_{x\psi} \) from (3-14a) and (3-14b) gives

\[
y_x y_\psi \rho \gamma \rho_x - y_\psi (1 + y_z^2) \rho \gamma \rho_\psi = M_\infty^2 y_{x\psi}.
\]  

(3-16)

Equation (3-14a) can be rewritten as

\[
y_\psi \left( y_\psi^2 - \frac{M_\infty^2}{\rho \gamma + 1} \right) \rho \gamma \rho_x - y_x y_\psi \rho \gamma \rho_\psi = M_\infty^2 y_x y_\psi.
\]  

(3-17)

Substituting \( y_{x\psi} \), \( y_{x\psi} \) from (3-16) and (3-17) into equation (3-15) leads to

\[
y_x \left( y_\psi^2 - \frac{M_\infty^2}{\rho \gamma + 1} \right) \rho \gamma \rho_x + y_\psi \left( (1 - y_z^2) - \frac{M_\infty^2}{\rho \gamma + 1} \frac{1 + y_z^2}{y_\psi^2} \right) \rho \gamma \rho_\psi
\]

\[
= M_\infty^2 \left\{ \frac{1 + y_z^2}{y_\psi^2} y_{\psi\psi} - \rho \omega y_\psi \right\}.
\]  

(3-18)
The main equation (3-15), one of the secondary equations (3-15)—(3-18) and the vorticity definition (3-11) constitute a full set of equations to solve for \(y, \rho\) and \(\omega\).

3.3 Full Potential-Equivalent Equations in SFC

If the flows are isentropic and irrotational, then both \(p = \rho^\gamma/(\gamma M_{\infty}^2)\) and \(\omega = 0\) hold. Equations (3-15) and (3-18) can be reduced since the right hand sides contain the factor \(\omega:\)

\[
(y_\psi^2 - \frac{M_{\infty}^2}{\rho^{\gamma+1}}) y_{\psi z} - 2y_z y_\psi y_{\psi x} + (1 + y_z^2) y_{\psi \psi} = 0,  \tag{3-19}
\]

\[
y_z y_\psi^2 \rho^\gamma \rho_x - y_\psi(1 + y_z^2) \rho^\gamma \rho_\psi = M_{\infty}^2 y_{\psi x}, \tag{3-20}
\]

\[
y_\psi(y_\psi^2 - \frac{M_{\infty}^2}{\rho^{\gamma+1}}) \rho^\gamma \rho_x - y_x y_\psi^2 \rho^\gamma \rho_\psi = M_{\infty}^2 y_{x \psi}, \tag{3-21}
\]

\[
y_z(y_\psi^2 - \frac{M_{\infty}^2}{\rho^{\gamma+1}}) \rho^\gamma \rho_x + y_\psi \{(1 - y_z^2) - \frac{M_{\infty}^2}{\rho^{\gamma+1}} \frac{1 + y_z^2}{y_\psi^2}\} \rho^\gamma \rho_\psi
= M_{\infty}^2 \frac{1 + y_z^2}{y_\psi^2} y_{\psi \psi}. \tag{3-22}
\]

In order to simplify the formulation further, define the generalized density

\[R = \rho^{\gamma+1}. \tag{3-23}\]

Then, equations (3-19)—(3-22) become

\[
(y_\psi^2 - \frac{M_{\infty}^2}{R}) y_{\psi z} - 2y_z y_\psi y_{\psi x} + (1 + y_z^2) y_{\psi \psi} = 0, \tag{3-24}
\]

\[
y_z y_\psi^2 R_x - y_\psi(1 + y_z^2) R_\psi = (\gamma + 1) M_{\infty}^2 y_{\psi x}, \tag{3-25}
\]

\[
y_\psi(y_\psi^2 - \frac{M_{\infty}^2}{R}) R_x - y_x y_\psi^2 R_\psi = (\gamma + 1) M_{\infty}^2 y_{x \psi}, \tag{3-26}
\]

\[
y_z(y_\psi^2 - \frac{M_{\infty}^2}{R}) R_x + y_\psi \{(1 - y_z^2) - \frac{M_{\infty}^2}{R} \frac{1 + y_z^2}{y_\psi^2}\} R_\psi
= (\gamma + 1) M_{\infty}^2 \frac{1 + y_z^2}{y_\psi^2} y_{\psi \psi}. \tag{3-27}
\]

The main equation (3-24) can be solved for the main variable \(y\) and one of the secondary equations (3-25)—(3-27) can be solved for the secondary variable \(R.\)
This set of equations is referred to as the full potential-equivalent equations in stream function coordinates \((x, \psi)\). Checking the secondary equations (3-25)–(3-27) carefully, we find that equation (3-25) is the simplest to solve for \(R\) due to its linearity. Therefore, this equation should be given priority as much as possible unless other difficulties occur with it. After \(y\) and \(R\) are solved, the local Mach number and pressure coefficient can be calculated from

\[
M^2 = \frac{M^2_{\infty}}{R} \frac{1 + y_x^2}{y_\psi^2}, \quad (3-28)
\]

\[
C_p = \frac{2}{\gamma M^2_{\infty}} \{R^{1+}\gamma} - 1\}. \quad (3-29)
\]

### 3.4 Other Forms of Secondary Equations

Apart from equations (3-25)–(3-27), several secondary equations for \(R\) can be derived. A few of them are listed below:

1) **Conservative Form**

Dividing equations (3-25) by \(y_\psi^2\), we have

\[
y_x R_x - \frac{1 + y_x^2}{y_\psi} R_\psi = (\gamma + 1) M^2_{\infty} \frac{y_{xx}}{y_\psi^2}
\]

or

\[
(y_x R)_x - \frac{1 + y_x^2}{y_\psi} R_\psi = (\gamma + 1) M^2_{\infty} \frac{y_{xx}}{y_\psi^2} + R \{y_{xx} - \left(\frac{1 + y_x^2}{y_\psi}\right)_\psi\}.
\]

The term in the curly brackets is

\[
y_{xx} - \left(\frac{1 + y_x^2}{y_\psi}\right)_\psi = \frac{y_\psi^2 y_{xx} - 2 y_x y_\psi y_{x\psi} + (1 + y_x^2) y_{\psi\psi}}{y_\psi^2}.
\]

On the other hand, equation (3-24) can be rewritten in the form

\[
y_\psi^2 y_{xx} - 2 y_x y_\psi y_{x\psi} + (1 + y_x^2) y_{\psi\psi} = \frac{M^2_{\infty}}{R} y_{xx}.
\]

23
Therefore, we have

\[(y_x R)_x - \left( \frac{1 + y_x^2}{y_\psi} \right)_\psi = (\gamma + 2)M_\infty^2 \frac{y_{xx}}{y_\psi^2}. \tag{3-30}\]

This is a conservative form of the secondary equation (3-25) and can also be used to solve for \(R\).

ii) ODE Form

Eliminating the \(R_\psi\) term from (3-25) and (3-26) leads to

\[\left\{ \frac{M_\infty^2}{R} \frac{1 + y_x^2}{y_\psi^2} - 1 \right\}R_x = (\gamma + 1)M_\infty^2 \left[ \frac{y_x}{y_\psi} y_{xx} - \frac{1 + y_x^2}{y_\psi^3} y_{x\psi} \right].\]

The right hand side term is

\[\frac{\gamma + 1}{2} \frac{M_\infty^2}{y_\psi^2} \left[ \frac{1 + y_x^2}{y_\psi^2} \right]_x.\]

Hence, we have

\[R_x = \frac{\gamma + 1}{2} \frac{M_\infty^2}{y_\psi^2} \left[ \frac{1 + y_x^2}{y_\psi^2} \right]_x / \left\{ \frac{M_\infty^2}{R} \frac{1 + y_x^2}{y_\psi^2} - 1 \right\}. \tag{3-31a}\]

Likewise,

\[R_\psi = \frac{\gamma + 1}{2} \frac{M_\infty^2}{y_\psi^2} \left[ \frac{1 + y_x^2}{y_\psi^2} \right]_\psi / \left\{ \frac{M_\infty^2}{R} \frac{1 + y_x^2}{y_\psi^2} - 1 \right\}. \tag{3-31b}\]

It is interesting that equations (3-31a) and (3-31b) are similar and symmetric. Any one of these two ordinary differential equations can be chosen as a secondary equation. According to the theory of ordinary differential equations, \(R\) can be solved by marching (3-31a) or (3-31b) step by step along the \(x\)- or \(\psi\)- direction. However, when marching (3-31a) along \(x\)- direction across a sonic line or a shock wave, it is necessary to replace this equation by the sonic condition (cf. (3-28), for \(M = 1\))

\[R = M_\infty^2 \frac{1 + y_x^2}{y_\psi^2}. \tag{3-32}\]
or by the Rankine-Hugoniot relation (cf. (3-4c))

\[ R_+ = \left( \frac{1 + y_z^2}{2 \gamma \frac{1}{\gamma+1} \frac{1}{H_\infty y_\psi^2}} \right)^{\gamma+1} \frac{1}{R_-} \]  

(3-33)

where the subscripts ‘+’ and ‘−’ represent the downstream and upstream sides of the shock wave, respectively.

iii) Second Order PDE Form

Differentiating (3-25) and (3-26) with respect to \( \psi \) and \( x \), respectively, we get the following equations:

\[ y_x y_\psi^2 R_{x\psi} - y_\psi (1 + y_z^2) R_{\psi \psi} = \]

\[ -(y_x y_\psi^2)_\psi R_x + [y_\psi (1 + y_z^2)]_\psi R_\psi + (\gamma + 1) \frac{M_\infty^2}{R_\infty} y_{xx\psi} \]

and

\[ y_\psi (y_\psi^2 - \frac{M_\infty^2}{R}) R_{xx} - y_x y_\psi^2 R_{x\psi} = \]

\[ -[y_\psi (y_\psi^2 - \frac{M_\infty^2}{R})]_x R_x + (y_x y_\psi^2)_x R_\psi + (\gamma + 1) \frac{M_\infty^2}{R_\infty} y_{xx\psi}. \]

Subtracting these equations to eliminate the third derivatives \( y_{xxx\psi} \) and \( y_{x\psi x} \), we have

\[ y_\psi (y_\psi^2 - \frac{M_\infty^2}{R}) R_{xx} - 2 y_x y_\psi^2 R_{x\psi} + y_\psi (1 + y_z^2) R_{\psi \psi} = \]

\[ \{(y_x y_\psi^2)_\psi - [y_\psi (y_\psi^2 - \frac{M_\infty^2}{R})]_x\} R_x + \{(y_x y_\psi^2)_x - [y_\psi (1 + y_z^2)]_\psi\} R_\psi. \]

Substituting \( R_x, R_\psi \) from equations (3-31a) and (3-31b) into this equation, we obtain a second order partial differential equation for \( R \) with the same second order differential operator as in the \( y \) equation (3-24), but with a nonhomogeneous right hand side term

\[ (y_\psi^2 - \frac{M_\infty^2}{R}) R_{xx} - 2 y_x y_\psi^2 R_{x\psi} + (1 + y_z^2) R_{\psi \psi} = G \]

(3-34)
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where

\[
G = \frac{\gamma + 1}{2} M_\infty^2 \frac{H_1 + H_2}{y_\psi} \left\{ \frac{M_\infty^2}{R} \frac{1}{y_\psi^2} - 1 \right\},
\]

\[
H_1 = \{(y_x y_\psi^2)_\psi - \left[ y_\psi (y_\psi^2 - \frac{M_\infty^2}{R})_x \right] \frac{1 + y_\psi^2}{y_\psi^2} \},
\]

\[
H_2 = \{(y_x y_\psi^2)_x - \left[ y_\psi (1 + y_\psi^2) \right]_\psi \} \frac{1 + y_\psi^2}{y_\psi^2} \psi.
\]

All of the above \( R \) equations, first order nonconservative partial differential equations (2-25)—(2-27), conservative partial differential equation (3-30), first order ordinary differential equations (3-31a)—(3-31b) and second order partial differential equation (3-34), can be used as secondary equations to solve for \( R \) in order to update the compressibility parameter \( M_\infty^2/R \) in the main equation (3-24). Of course, the numerical solution procedure will be different from one to another.

3.5 Alternative Sets of Variables

Moreover, we can construct the full potential-equivalent equations in SFC using alternative sets of variables:

i) \((y - M^2)\) Set

Using the \((M^2-R)\) relation (3-28) in the main equation (3-24) produces the main equation with the compressibility parameter expressed by \( M^2 \)

\[
(y_\psi^2 - M^2 \frac{y_\psi^2}{1 + y_\psi^2}) y_{\psi x} - 2 y_x y_\psi y_{\psi x} + (1 + y_\psi^2) y_{\psi x} = 0
\]  
(3-35)

where the squared Mach number has been used as the secondary variable. To derive the secondary equation for \( M^2 \), taking the logarithm of equation (3-28) and differentiating it with respect to \( x \), we get

\[
\frac{(M^2)_x}{M^2} = - \frac{R_x}{R} + \left[ \frac{1 + y_\psi^2}{y_\psi^2} \right]_x / \left[ \frac{1 + y_\psi^2}{y_\psi^2} \right].
\]
From (3-31) and (3-28),

\[
\frac{R_x}{R} = \frac{\gamma + 1}{2} \frac{M^2}{M^2 - 1} \left[ \frac{1 + y_x^2}{y_\psi^2} \right]_x / \left[ \frac{1 + y_x^2}{y_\psi^2} \right]_x.
\]

Thus,

\[
\frac{(M^2)_x}{M^2} = \frac{1 + \frac{\gamma - 1}{2} M^2}{1 - M^2} \left[ \frac{1 + y_x^2}{y_\psi^2} \right]_x / \left[ \frac{1 + y_x^2}{y_\psi^2} \right]_x
\]

or

\[
(M^2)_x = \frac{M^2(1 + \frac{\gamma - 1}{2} M^2)}{1 - M^2} \{ \ln \left[ \frac{1 + y_x^2}{y_\psi^2} \right] \}_x. \quad (3-36a)
\]

Similarly,

\[
(M^2)_\psi = \frac{M^2(1 + \frac{\gamma - 1}{2} M^2)}{1 - M^2} \{ \ln \left[ \frac{1 + y_x^2}{y_\psi^2} \right] \}_\psi. \quad (3-36b)
\]

To solve for the secondary variable \( M^2 \), the ordinary differential equations (3-36a) or (3-36b) can be marched along the \( x \)- or \( \psi \)-direction. This is similar to the \( R \) equations (3-31a) or (3-31b). Likewise, when marching (3-36a) across a sonic line or a shock wave, equation (3-36a) should be replaced by the sonic condition

\[
M^2 = 1 \quad (3-37)
\]

or by the Rankine-Hugoniot relation (Landau and Lifshitz 1959)

\[
(M^2)_+ = \left[ 1 + \frac{\gamma - 1}{2} (M^2) \right]_+ / \gamma(M^2) - \frac{\gamma - 1}{2}. \quad (3-38)
\]

ii) \((y - u)\) Set

From equation (2-18), \( \rho = 1/(y_\psi u) \), we can rewrite the main equation (3-19) as

\[
(y_\psi^2 - M_\infty^2 y_\psi^{\gamma + 1} u^{\gamma + 1}) y_{xx} - 2 y_x y_\psi y_{x\psi} + (1 + y_x^2)y_{\psi \psi} = 0 \quad (3-39)
\]

where the \( x \)-velocity component \( u \) has been chosen as the secondary variable. The secondary equation to solve for \( u \) can be derived from \( \omega = 0 \):

\[
(y_x y_\psi u)_x - [(1 + y_x^2)u]_\psi = 0. \quad (3-40)
\]
iii) \((y - \sigma)\) Set

Letting density reciprocal
\[
\sigma = \frac{1}{\rho}
\]
be the secondary variable, then a new set of equations is obtained:
\[
(y^2 - M^2_{\infty} \sigma^{\gamma+1}) y_{xx} - 2y_x y_{\psi} y_{x\psi} + (1 + y^2_x) y_{\psi\psi} = 0,
\]
\[
(y_x \sigma)_x - \left[ \frac{1 + y^2_x}{y_{\psi}} \sigma \right]_{\psi} = 0.
\]

iv) \((y - u - \rho)\) Set

Traditionally, the algebraic Bernoulli equation is used to update density \(\rho\). In the transonic regime, however, the classical double valued density/mass-flux relation in stream function formulation still exists in this SFC formulation and is perhaps even more difficult to handle. As a compromise, the intermediate quantity \(u\) is solved first and the density \(\rho\) is evaluated by the Bernoulli equation afterwards. Thus, the following set of equations comes up:
\[
(y^2_{\psi} - \frac{M^2_{\infty}}{\rho^{\gamma+1}}) y_{xx} - 2y_x y_{\psi} y_{x\psi} + (1 + y^2_x) y_{\psi\psi} = 0,
\]
\[
(y_x y_{\psi} u)_x - [(1 + y^2_x) u]_{\psi} = 0,
\]
\[
\rho = \{1 + \frac{\gamma - 1}{2} M^2_{\infty} [1 - (1 + y^2_x) u^2] \}^{\frac{1}{\gamma - 1}}.
\]

More details regarding the full-potential-equivalent equations in stream function coordinates and its application to transonic airfoil calculations can be found in the paper of An and Barron (1992).
Chapter 4. Numerical Methodologies

4.1 Governing Equations and Boundary Conditions

Suppose an airfoil is placed in a two-dimensional air flow with free stream Mach number $M_\infty$ at angle of attack $\alpha$ (Fig. 4-1a). The governing Euler-equivalent equations in stream function coordinates are (2-21), (2-27) and (2-22):

\begin{align*}
(y_\psi^2 - Z_1)y_{xx} - 2y_x y_\psi y_{x\psi} + (1 + y_x^2) y_{\psi\psi} &= Z_2, \quad (4-1a) \\
y_x y_\psi^2 \rho_x - y_\psi (1 + y_x^2) \rho_\psi &= (Z_1 y_{xx} + Z_3) \rho, \quad (4-1b) \\
\omega &= \frac{1}{y_\psi} \{[\frac{y_x}{\rho}]_x - [\frac{1 + y_x^2}{\rho y_\psi}]_\psi\} \quad (4-1c)
\end{align*}

where

\begin{align*}
Z_1 &= \frac{2}{2 - 1} y_\psi^2 \\
Z_2 &= \frac{2 H_\infty \rho^2 y_\psi^2 + (1 + y_x^2) \rho \omega y_\psi^3}{2 H_\infty \rho^2 y_\psi^2 - (1 + y_x^2) \rho \omega y_\psi^3} \\
Z_3 &= \frac{2(1 + y_x^2)}{2 H_\infty \rho^2 y_\psi^2 - (1 + y_x^2) \rho \omega y_\psi^3}
\end{align*}

On the airfoil, the boundary condition is simply Dirichlet

\begin{equation}
y = f_{\pm}(x) \quad (4-2a)
\end{equation}

where $f_{+}(x)$ and $f_{-}(x)$ represent the shape functions of the upper and lower surfaces of the airfoil, respectively. In the far field, the stream function can be expressed as the sum of a uniform stream, a doublet and a vortex flow. In most cases, the doublet term is sufficiently small and can be ignored. Finally, the boundary condition at infinity is given in an explicit form for $\psi$ (Atkins and Hassan 1985):

\begin{equation}
\psi(x, y) = y \cos \alpha - x \sin \alpha + \frac{\Gamma}{2\pi} \ln \{x^2 + (1 - M_\infty^2) y^2\}
\end{equation}

in Cartesian coordinates, or in an implicit form for $y$:

\begin{equation}
y(x, \psi) = \frac{\psi}{\cos \alpha} + x \tan \alpha - \frac{\Gamma}{2\pi \cos \alpha} \ln \{x^2 + (1 - M_\infty^2) [y(x, \psi)]^2\} \quad (4-2b)
\end{equation}
in stream function coordinates, where $\Gamma$ is the circulation. This algebraic equation for $y = y(x, \psi)$ is nonlinear so that some kind of iteration algorithm (e.g. Newton's iteration) must be applied. In addition, at the trailing edge, the Kutta condition must be satisfied, i.e. the velocities

$$V_{TE} = \sqrt{\frac{1 + y^2_{\psi}}{\rho^2 y^2_{\psi}}} |_{TE}$$

(4-2c)

calculated from upper and lower surfaces at the trailing edge must be equal to each other.

If the flow is assumed to be potential, the governing full potential-equivalent equations in stream function coordinates are (3-24) and (3-25):

$$\begin{align*}
(y^2_{\psi} - \frac{M^2_{\infty}}{R})y_{xx} - 2y_{x}y_{\psi}y_{xx} + (1 + y^2_{x})y_{\psi\psi} &= 0, \\
y_{x}y^2_{\psi}R_{x} - y_{\psi}(1 + y^2_{x})R_{\psi} &= (\gamma + 1)M^2_{\infty}y_{xx}
\end{align*}$$

(4-3a) (4-3b)

where $R = \rho^{\gamma+1}$ is the generalized density. The boundary conditions on the airfoil, at infinity and at the trailing edge are the same as those in (4-2a), (4-2b) and (4-2c), respectively.

The sketches of the physical and computational domains and the boundary conditions are shown in Figs. 4-1a and 4-1b, respectively.

### 4.2 Type-Dependent Scheme for the Main Equation

Because the main equations (4-1a) for the Euler formulation and (4-3a) for the full potential formulation are well classified as hyperbolic/elliptic type depending on the local supersonic/subsonic flow property, it is possible to apply the type-dependent scheme to solve for $y$.

Equation (4-1a) can be rewritten as

$$A_{1}y_{xx} + A_{2}y_{x\psi} + A_{3}y_{\psi\psi} = A_{4}$$

(4-4)

where

$$A_{1} = y^{2}_{\psi} - Z_{1}, \quad A_{2} = -2y_{x}y_{\psi}, \quad A_{3} = 1 + y^{2}_{x}, \quad A_{4} = Z_{2}$$
and

\[ Z_1 = \frac{\nabla^2 y_\psi}{2 \rho \gamma^2 y_\psi^2 - (1 + y_\psi^2)^2}, \]
\[ Z_2 = \frac{2 H^2 \rho \gamma^2 y_\psi^2 + (1 + y_\psi^2)^2 \rho \omega y_\psi^3}{2 H^2 \rho \gamma^2 y_\psi^2 - (1 + y_\psi^2)^2 \rho \omega y_\psi^3}. \]

The type-dependent scheme reads

\[
\{ A_1 [\nu \Delta_x + (1 - \nu) \nabla_x] \nabla_x \\
+ A_2 [\nu \delta_x + (1 - \nu) \nabla_x] \delta_x \\
+ A_3 \delta_x \psi \} y_{i,j} = A_4 \tag{4-5}
\]

where \( \Delta, \nabla \) and \( \kappa \) are forward, backward and central difference quotient operators, respectively, and the switch parameter

\[
\nu = \begin{cases} 
1 & \text{for subsonic points}, \\
0 & \text{for supersonic points}. 
\end{cases} \tag{4-6}
\]

Expanding the type-dependent scheme (4-5) and rearranging the terms to express it in a tridiagonal coefficient matrix form, one gets

\[
A y_{i,j-1} + B y_{i,j} + C y_{i,j+1} = RHS \tag{4-7}
\]

where

\[
A = \beta^2 A_3 - (1 - \nu) \beta A_2 / 2, \\
B = -2 \beta^2 A_3 + (1 - 3 \nu) A_1, \\
C = \beta^2 A_3 + (1 - \nu) \beta A_2 / 2,
\]

\[
RHS = - \nu A_1 (y_{i+1,j} + y_{i-1,j}) + (1 - \nu) A_1 (2y_{i-1,j} - y_{i-2,j}) \\
- \nu \beta A_2 (y_{i+1,j+1} - y_{i+1,j-1} - y_{i-1,j+1} + y_{i-1,j-1}) / 4 \\
+ (1 - \nu) \beta A_2 (y_{i-1,j+1} - y_{i-1,j-1}) / 2 + \Delta x^2 A_4
\]
for $i = 2, 3, ..., I_{max-1}, j = 2, 3, ..., J_{max-1}$ and $\beta = \Delta x / \Delta \psi$.

If the flow is potential, equation (4-3a) can be rewritten in the same form as (4-4), but the A's are slightly different:

$$A_1 y_{xx} + A_2 y_{x\psi} + A_3 y_{\psi\psi} = A_4$$  \hspace{1cm} (4-8)

where

$$A_1 = y_\psi^2 - \frac{M_\infty^2}{R}, \quad A_2 = -2y_x y_\psi, \quad A_3 = 1 + y_x^2, \quad A_4 = 0.$$  

The system of difference equations with a tridiagonal coefficient matrix is the same as equation (4-7) except for the different A’s as shown in equation (4-8).

Following Jones’ (1980) ‘patch relaxation method’, the computational domain is divided into four subdomains as shown in Fig.4-2a. Each subdomain is swept sequentially by SLOR from left to right and, due to the nonlinearity of the equation, the whole process is iterated up to convergence.

### 4.3 Crank-Nicolson Scheme for the Secondary Equation

As mentioned in section 2.3, paragraph i), equation (4-1b) has vertical characteristics in the far field. From the theory of first order partial differential equations (Courant and Hilbert 1965), equation (4-1b) can be solved by marching it line by line from a non-characteristic curve. In our case, the horizontal far field boundary can be used at which density is specified $\rho = 1$, and equation (4-1b) can be marched to the airfoil from the lower and upper boundaries for lower and upper half planes, respectively (Fig.4-2b).

Equation (4-1b) can be rewritten as

$$B_1 \rho_x + B_2 \rho_\psi + B_3 \rho = 0$$  \hspace{1cm} (4-9)

where

$$B_1 = y_x y_\psi^2, \quad B_2 = -y_\psi (1 + y_x^2), \quad B_3 = -(Z_1 y_{xx} + Z_3)$$

and

$$Z_1 = \frac{y_\psi^2}{2H_\infty \rho^2 y_\psi^2 - (1 + y_x^2)}.$$
\[ Z_3 = \frac{2(1 + y_\psi^2)}{2H_{\infty}(1 + y_\psi^2)} \rho_\omega y_\psi^3. \]

Crank-Nicolson scheme is an implicit, second order accurate and unconditionally stable difference scheme. Applying it to (4-9) at point \((i, j - \frac{1}{2})\) for the lower half plane, we have

\[ B_1 \frac{\rho_{i+1,j-\frac{1}{2}} - \rho_{i-1,j-\frac{1}{2}}}{2\Delta x} + B_2 \frac{\rho_{i,j} - \rho_{i,j-1}}{\Delta \psi} + B_3 \rho_{i,j-\frac{1}{2}} = 0. \]

Evaluating density \(\rho\) at \((j - \frac{1}{2})\) level by the average at \(j\) and \((j - 1)\) levels and rearranging the equations in a tridiagonal form, one gets

\[ \tilde{A}_{\rho_{i-1,j}} + \tilde{B}_{\rho_{i,j}} + \tilde{C}_{\rho_{i+1,j}} = \tilde{RHS} \quad (4-10) \]

where

\[ \tilde{A} = -B_1, \quad \tilde{B} = 4\beta B_2 + 2\Delta x B_3, \quad \tilde{C} = B_1, \]

\[ \tilde{RHS} = B_1 \rho_{i-1,j-1} + (4\beta B_2 - 2\Delta x B_3) \rho_{i,j-1} - B_1 \rho_{i+1,j-1} \]

for \(i = 2, 3, ..., I_{\text{max}-1}, \quad j = 2, 3, ..., J_{\text{md}1}\). Here \(\beta = \Delta x / \Delta \psi\) and \(J_{\text{md}1}\) represents the "zero" streamline coinciding with the airfoil surface. It should be noted that \(B_1, B_2\) and \(B_3\) are the averages of the corresponding quantities at \(j\) and \((j - 1)\).

Similarly, for the upper half plane, Crank-Nicolson scheme yields

\[ \tilde{A}_{\rho_{i-1,j}} + \tilde{B}_{\rho_{i,j}} + \tilde{C}_{\rho_{i+1,j}} = \tilde{RHS} \quad (4-11) \]

where

\[ \tilde{A} = -B_1, \quad \tilde{B} = -4\beta B_2 + 2\Delta x B_3, \quad \tilde{C} = B_1, \]

\[ \tilde{RHS} = B_1 \rho_{i-1,j+1} - (4\beta B_2 + 2\Delta x B_3) \rho_{i,j+1} - B_1 \rho_{i+1,j+1} \]

for \(i = 2, 3, ..., I_{\text{max}-1}, \quad j = J_{\text{max}-1}, J_{\text{max}-2}, ..., J_{\text{md}1}\). Likewise, \(B_1, B_2\) and \(B_3\) are the averages of the corresponding quantities at \(j\) and \((j + 1)\).

If the flow is potential, equation (4-3b) can be rewritten as

\[ B_1 R_x + B_2 R_\psi = B_3 \quad (4-12) \]
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where

\[ B_1 = y_x y_{\psi}^2, \quad B_2 = -y_{\psi}(1 + y_z^2), \quad B_3 = (\gamma + 1)M_\infty^2 y_{xx}. \]

Applying Crank-Nicolson scheme to (4-12) for lower and upper half planes, respectively, we get the following system of difference equations with a tridiagonal coefficient matrix:

\[ \tilde{\mathcal{A}} R_{i-1,j} + \tilde{\mathcal{B}} R_{i,j} + \tilde{\mathcal{C}} R_{i+1,j} = \tilde{\mathcal{R}} H S \quad (4-13) \]

where

\[ \tilde{\mathcal{A}} = -B_1, \quad \tilde{\mathcal{B}} = 4\beta B_2, \quad \tilde{\mathcal{C}} = B_1, \]

\[ \tilde{\mathcal{R}} H S = \tilde{\mathcal{C}} R_{i-1,j-1} + \tilde{\mathcal{B}} R_{i,j-1} + \tilde{\mathcal{A}} R_{i+1,j-1} + 4\Delta x B_3 \]

for the lower half plane, and

\[ \tilde{\mathcal{A}} = -B_1, \quad \tilde{\mathcal{B}} = -4\beta B_2, \quad \tilde{\mathcal{C}} = B_1 \]

\[ \tilde{\mathcal{R}} H S = \tilde{\mathcal{C}} R_{i-1,j+1} + \tilde{\mathcal{B}} R_{i,j+1} + \tilde{\mathcal{A}} R_{i+1,j+1} + 4\Delta x B_3 \]

for the upper half plane, respectively. Likewise, \( B_1, B_2 \) and \( B_3 \) are the averages of the corresponding quantities at \( j \) and \((j - 1)\) levels for the lower half plane and at \( j \) and \((j + 1)\) levels for the upper half plane, respectively.

The systems of difference equations (4-10) and (4-11) for the Euler formulation, or equation (4-13) for the full potential formulation, have tridiagonal coefficient matrices and can be solved line by line horizontally using SLOR from far field boundaries to the airfoil. An iterative procedure is needed for the Euler formulation due to the nonlinearity of the \( B_3 \) term for \( \rho \) in equation (4-9), while no iteration procedure is needed for the full potential formulation because equation (4-12) is linear for \( R \). It should be pointed out that the second derivative \( y_{xx} \) in the \( B_3 \) term of equation (4-9) or (4-12) should be type-dependent differenced to be consistent with the differencing in the \( y \) equation:

\[
y_{xx} = \frac{\nu}{\Delta x^2} \left( y_{i+1,j} - 2y_{i,j} + y_{i-1,j} \right)
+ \frac{1 - \nu}{\Delta x^2} \left( y_{i,j} - 2y_{i-1,j} + y_{i-2,j} \right) \quad (4-14)
\]
where the switch factor $\nu$ is defined in equation (4-6).

After $\nu$ is solved, the vorticity can be updated from its definition (4-1c) and the local Mach number can be calculated from

$$M^2 = \frac{2}{\gamma - 1} \frac{(1 + y_z^2)}{2H_\infty \rho^2 y_\theta^2 - (1 + y_z^2)} \tag{4-15a}$$

for the Euler formulation or from

$$M^2 = \frac{M_\infty^2}{R} \frac{1 + y_z^2}{y_\theta^2} \tag{4-15b}$$

after $R$ is solved for the full potential formulation.

The velocities at the trailing edge calculated from the upper surface, $V_{TE}^+$, and from the lower surface, $V_{TE}^-$, must be equal to each other. That is,

$$(\Delta V)_{TE} = V_{TE}^+ - V_{TE}^- = 0 \tag{4-16}$$

where the velocities $V_{TE}^\pm$ are given by (4-2c) and evaluated from the upper and lower surfaces of the airfoil, respectively. Equation (4-16) is the Kutta condition at the trailing edge. Furthermore, if (4-16) is not satisfied, more iterations are needed and the circulation $\Gamma$ around the airfoil can be corrected from the following expression suggested by Hafez et al.(1985):

$$\Gamma^{(n+1)} = \Gamma^{(n)} + \beta_0 (\Delta V)_{TE} \tag{4-17}$$

where the superscripts $(n)$ and $(n+1)$ indicate the iteration levels and the relaxation parameter $\beta_0$ can be determined from numerical tests. The numerical solution process can be described as follows:

First, the tridiagonal system of algebraic equations (4-7) is solved for $y$ along a vertical line. Each vertical line is then successively relaxed from left to right in each subdomain and each subdomain is swept in the order of I, II, III and IV. The latest values of $y$ are always used whenever they become available. After $y$ is relaxed, the difference between the current and previous iterations is checked by

$$|y_{i,j}^{(n)} - y_{i,j}^{(n-1)}| < \varepsilon \tag{4-18}$$
for all grid points \((i,j)\) where \(\varepsilon\) is the prescribed tolerance. If condition (4-18) is satisfied, the iterations are considered to have converged, otherwise, the iterations are repeated until convergence. After \(y\) is converged, \(\rho\) can be solved from equation (4-10) and (4-11) for the Euler formulation or from equation (4-13) for the full potential formulation. This time, the tridiagonal system of algebraic equations (4-10), (4-11) or (4-13) is solved along a horizontal line and each horizontal line is marched upward or downward to the airfoil. After \(\rho\) is converged, the Mach number \(M\), vorticity \(\omega\) (for the Euler formulation) are calculated and the Kutta condition is checked by (4-16). If it is not satisfied, the circulation \(\Gamma\) is updated by (4-17) and the procedure is repeated again until convergence. The Mach number is used to distinguish the grid point type: subsonic, supersonic or shock wave (see the next chapter). The computational flow chart is shown in Fig.4-3.
Chapter 5. Special Treatment of Shock Waves

5.1 Shock Jump Condition

After some numerical tests, it was found that the type-dependent scheme is effective only for subcritical flows and for supercritical flows with very weak shock waves. However, for a supercritical flow with moderate or strong shock waves, the computation either fails to converge or is forced to stop due to inaccurate intermediate values of the unknowns $y$ and $\rho$ during the iteration. Occasionally, the computation converges but gives inaccurate pressure distributions and incorrect shock wave positions. This means that the shock waves are not properly handled. Therefore, a special treatment of shock waves is necessary. In the early work of Murman and Cole (1971), the shock jump conditions are automatically involved in their scheme for the TSD equation. The sonic line and shock waves develop naturally during the course of iteration. No special shock wave treatment has been made in their computation. To improve the approach, Murman (1974) proposed the concept of shock point operator (SPO) for the TSD equation. Although his SPO cannot be applied here directly, his basic idea and analysis of the shock wave structure provides a useful hint for more accurate models, such as the full potential or Euler equations. The shock wave theory which has been developed rather completely, e.g. Courant and Friedrichs 1948, Shapiro 1953, Landau and Lifshitz 1959, etc., can be used to analyze the shock jump conditions and construct the shock point operator in stream function coordinates $(x, \psi)$.

Suppose an oblique shock wave makes an angle $\beta$ with the $x$ axis, and $V, \alpha$ are the velocity and its angle with the $x$ axis. $u, v$ are $x$ and $y$ components. $V_n, V_t$ are normal and tangential components to the shock. Superscripts 'U' represent upstream and downstream of the shock (Fig.5-1). The tangential velocity conservation across a shock, $V_t^+ = V_t^-$, gives

$$V^+ \cos(\beta - \alpha^+) = V^- \cos(\beta - \alpha^-).$$
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Expanding it yields

\[ V^+ \cos \alpha^+ \cos \beta + V^+ \sin \alpha^+ \sin \beta \]
\[ = V^- \cos \alpha^- \cos \beta + V^- \sin \alpha^- \sin \beta \]

or

\[ (v^+ - v^-) \sin \beta + (u^+ - u^-) \cos \beta = 0. \]

Therefore,

\[ \frac{v^+ - v^-}{u^+ - u^-} = -K. \quad (5-1) \]

where \( K = 1/tan\beta \) is the reciprocal of shock wave slope. The normal momentum conservation across a shock, \( \rho^+ V_n^+ = \rho^- V_n^- \), gives

\[ \rho^+ V^+ \sin(\beta - \alpha^+) = \rho^- V^- \sin(\beta - \alpha^-). \]

Likewise, expanding yields

\[ \rho^+ V^+ \cos \alpha^+ \sin \beta - \rho^+ V^+ \sin \alpha^+ \cos \beta \]
\[ = \rho^- V^- \cos \alpha^- \sin \beta - \rho^- V^- \sin \alpha^- \cos \beta \]

or

\[ (\rho^+ u^+ - \rho^- u^-) \sin \beta - (\rho^+ v^+ - \rho^- v^-) \cos \beta = 0. \]

Therefore,

\[ \frac{\rho^+ u^+ - \rho^- u^-}{\rho^+ v^+ - \rho^- v^-} = K. \quad (5-2) \]

Equations (5-1) and (5-2) can be expressed in a compact form

\[ [v] + K[u] = 0, \quad [\rho u] - K[\rho v] = 0 \]

where \([...]\) represents the jump of the corresponding quantities across the shock wave. Considering \( \rho u y_\psi = 1 \) and \( v = y_x u \), we get the following oblique shock jump conditions in stream function coordinates \((x, \psi)\):

\[ \left[ \frac{y_x}{\rho y_\psi} \right] + K \left[ \frac{1}{\rho y_\psi} \right] = 0, \quad \left[ \frac{1}{y_\psi} \right] - K \left[ \frac{y_x}{y_\psi} \right] = 0. \quad (5-3) \]
For a shock wave perpendicular to the $x$ axis, $\beta = \pi/2$, $K = 0$, and the shock jump conditions reduce to

$$\left[ \frac{y_x}{\rho y_{\psi}} \right] = 0, \quad \left[ \frac{1}{y_{\psi}} \right] = 0$$

or in a simpler form

$$\left[ \frac{y_x}{\rho} \right] = 0, \quad \left[ y_{\psi} \right] = 0. \quad (5-4)$$

These are the normal shock jump conditions in stream function coordinates $(x, \psi)$.

### 5.2 Shock Point Operator

For a moderate transonic Mach number, the shock wave is approximately normal and, therefore, assumed to be an infinitesimally thin discontinuity surface located at point $(i - \frac{1}{2}, j)$ and perpendicular to the streamline. From shock jump conditions (5-4) in the previous section, only $y_x/\rho$ and $y_{\psi}$ are continuous across this discontinuity but other quantities are not (see Fig.5-2).

The normal shock jump conditions (5-4) gives

$$y_x^{+} = \mu y_x^{-}, \quad y_{\psi}^{+} = y_{\psi}^{-} \quad (5-5)$$

where the density jump factor $\mu$ is given by the Rankine-Hugoniot relation for a normal shock (Shapiro 1953 or Landau and Lifshitz 1959)

$$\mu = \frac{\rho^{+}}{\rho^{-}} = \frac{\frac{\gamma+1}{2}(M^2)^-}{1 + \frac{\gamma-1}{2}(M^2)^-}. \quad (5-6)$$

The squared Mach number at point $(i - \frac{1}{2}, j)^-$ can be evaluated by extrapolation from the two upstream grid points

$$(M^2)^-_{i - \frac{1}{2}, j} = \frac{3}{2}M^2_{i - 1, j} - \frac{1}{2}M^2_{i - 2, j}. \quad (5-7)$$

Thus, the shock jump conditions (5-5) can be rewritten as

$$(y_x)^{+}_{i - \frac{1}{2}, j} = \mu_{ij}(y_x)^{-}_{i - \frac{1}{2}, j}, \quad (y_{\psi})^{+}_{i - \frac{1}{2}, j} = (y_{\psi})^{-}_{i - \frac{1}{2}, j} \quad (5-8)$$
where
\[
\mu_j = \frac{\frac{2+1}{4} (3M_{i-1,j}^2 - M_{i-2,j}^2)}{1 + \frac{2-1}{4} (3M_{i-1,j}^2 - M_{i-2,j}^2)}
\]
is the density jump factor on the \( j^{th} \) streamline.

Finally, we construct the difference approximation to \( y_{xx} \) at a shock point \( i = i_s \), i.e. the grid point just behind the shock:
\[
(y_{xx})_{i,j} = \frac{1}{\Delta x} [(y_x)_{i+\frac{1}{2},j} - (y_x)_{i-\frac{1}{2},j}]
\]
\[
= \frac{1}{\Delta x} [(y_x)_{i+\frac{1}{2},j} - \mu_j (y_x)_{i-\frac{1}{2},j}]
\]
\[
= \frac{1}{\Delta x} \frac{1}{\Delta x} (y_{i+1,j} - y_{i,j}) - \frac{\mu_j}{\Delta x} (y_{i-1,j} - y_{i-2,j})
\]
\[
= \frac{1}{\Delta x^2} (y_{i+1,j} - y_{i,j} - \mu_j y_{i-1,j} + \mu_j y_{i-2,j})
\]
(5-9)

where the first part of the shock jump condition (5-8) and the following difference formulae have been used:
\[
(y_x)_{i+\frac{1}{2},j} = \frac{1}{\Delta x} (y_{i+1,j} - y_{i,j}),
\]
\[
(y_x)_{i-\frac{1}{2},j} = \frac{1}{\Delta x} (y_{i-1,j} - y_{i-2,j}).
\]

Similarly, the cross derivative can be given by
\[
(y_{x\psi})_{i,j} = \frac{1}{\Delta x} [(y_{\psi})_{i+\frac{1}{2},j} - (y_{\psi})_{i-\frac{1}{2},j}]
\]
\[
= \frac{1}{\Delta x} [(y_{\psi})_{i+\frac{1}{2},j} - (y_{\psi})_{i-\frac{1}{2},j}]
\]
\[
= \frac{1}{2\Delta x} [(y_{\psi})_{i+1,j} + (y_{\psi})_{i,j} - 3(y_{\psi})_{i-1,j} + (y_{\psi})_{i-2,j}]
\]
\[
= \frac{1}{4\Delta x \Delta \psi} (y_{i+1,j+1} - y_{i+1,j-1} + y_{i,j+1} - y_{i,j-1}
\]
\[
- 3y_{i-1,j+1} + 3y_{i-1,j-1} + y_{i-2,j+1} - y_{i-2,j-1})
\]
(5-10)

where the second part of the shock jump condition (5-8), the arithmetical average
\[
(y_{\psi})_{i+\frac{1}{2},j} = \frac{1}{2} [(y_{\psi})_{i+1,j} + (y_{\psi})_{i,j}],
\]
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the extrapolation formula

\[(y_\psi)_{i+\frac{1}{2},j} = \frac{3}{2}(y_\psi)_{i-1,j} - \frac{1}{2}(y_\psi)_{i-2,j}\]

and the central difference for \(y_\psi\)

\[(y_\psi)_{k,j} = \frac{1}{2\Delta \psi}(y_{k,j+1} - y_{k,j-1}), \quad k = i - 2, i - 1, i, i + 1\]

have been used. Equations (5-9) and (5-10) define the so-called shock point operator (SPO) in stream function coordinates \((x, \psi)\). Numerical tests show that the first derivatives, \(y_x, \rho_x\), etc., do not need to be specially treated across shock waves.

### 5.3 Type-Dependent Scheme with Shock Point Operator

Due to the special treatment of the grid point at a shock wave, we have to revise the type-dependent difference scheme (4-7) and Crank-Nicolson schemes in (4-10) and (4-11) for the Euler formulation and (4-13) for the full potential formulation.

The system of difference equations for \(y\) is still of the same form as in (4-7):

\[Ay_{i,j-1} + By_{i,j} + Cy_{i,j+1} = \text{RHS} \tag{5-11}\]

but the coefficients A, B, C and the RHS term have to be modified:

\[
A = \beta^2 A_3 - \begin{cases} 
(1 - \nu)\beta A_2/2 & \text{if } i \neq i_s \\
\beta A_2/4 & \text{if } i = i_s 
\end{cases}
\]

\[
B = -2\beta^2 A_3 + \begin{cases} 
(1 - 3\nu)A_1 & \text{if } i \neq i_s \\
-A_1 & \text{if } i = i_s 
\end{cases}
\]

\[
C = \beta^2 A_3 + \begin{cases} 
(1 - \nu)\beta A_2/2 & \text{if } i \neq i_s \\
\beta A_2/4 & \text{if } i = i_s 
\end{cases}
\]

\[
\text{RHS} = \begin{cases} 
-\nu A_1(y_{i+1,j} + y_{i-1,j}) + (1 - \nu)A_1(2y_{i-1,j} - y_{i-2,j}) & \text{if } i \neq i_s \\
-\nu \beta A_2(y_{i+1,j+1} - y_{i+1,j-1} - y_{i-1,j+1} + y_{i-1,j-1})/4
+(1 - \nu)\beta A_2(y_{i-1,j+1} - y_{i-1,j-1})/2 + \Delta x^2 A_4 & \text{if } i = i_s 
\end{cases}
\]

\[
-A_1(y_{i+1,j} - \mu_j y_{i-1,j} + \mu_j y_{i-2,j})
-\beta A_2(y_{i+1,j+1} - y_{i+1,j-1} - 3y_{i-1,j+1}
+3y_{i-1,j-1} + y_{i-2,j+1} - y_{i-2,j-1})/4 + \Delta x^2 A_4 & \text{if } i = i_s
\]
where $\beta = \Delta x / \Delta \psi$ and $i = 2, 3, \ldots, I_{\text{max}} - 1, j = 2, 3, \ldots, J_{\text{max}} - 1$. The $A$'s are given by (4-4) for the Euler formulation and by (4-8) for the full potential formulation.

For the $\rho$ equation (4-9), the corresponding Crank-Nicolson scheme with shock point operator gives the same forms of difference equation, its coefficients and its RHS term as those in equations (4-10)-(4-11) for the Euler formulation and equation (4-13) for the full potential formulation, but the second derivative $y_{xx}$ in the $B_3$ expression should be approximated by the type-dependent difference with shock point operator, cf. equation (5-9):

$$y_{xx} = \begin{cases} 
\frac{\nu}{\Delta z^2} (y_{i+1,j} - 2y_{i,j} + y_{i-1,j}) + \frac{1 - \nu}{\Delta z^2} (y_{i,j} - 2y_{i-1,j} + y_{i-2,j}), & i \neq i_s \\
\frac{1}{\Delta z^2} (y_{i+1,j} - y_{i,j} - \mu_j y_{i-1,j} + \mu_j y_{i-2,j}), & i = i_s 
\end{cases}
$$

(5-12)

where the switch parameter $\nu$ and the density jump factor $\mu_j$ are defined in (4-6) and (5-6).

In order to determine the type of local flow at grid point $(i, j)$, we have to check the flow property at two adjacent grid points, the current point $(i, j)$ and the immediate upstream point $(i - 1, j)$. The criterion is shown in the following table:

<table>
<thead>
<tr>
<th>$M_{i-1,j}^2$</th>
<th>$M_{i,j}^2$</th>
<th>Local flow type at $(i, j)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 1</td>
<td>&lt; 1</td>
<td>Subsonic point</td>
</tr>
<tr>
<td>&lt; 1</td>
<td>&gt; 1</td>
<td>Sonic point</td>
</tr>
<tr>
<td>&gt; 1</td>
<td>&gt; 1</td>
<td>Supersonic point</td>
</tr>
<tr>
<td>&gt; 1</td>
<td>&lt; 1</td>
<td>Shock point</td>
</tr>
</tbody>
</table>

In computational practice, the sonic point need not be distinguished because there is no jump across it but the shock point must be identified carefully and it is a key step in getting a convergent solution in supercritical transonic flow computation.
Chapter 6. Coordinate Stretching Transformation

6.1 Jones' Stretching Transformation

In order to improve accuracy by increasing the number of grid points on the airfoil, without consuming too much computational time, some kind of coordinate stretching transformation may be applied to pack mesh points for larger gradient regions and spread out mesh points for smaller gradient regions. Jones' (1980) algebraic stretching transformation for independent variables is a simple and effective one:

\[ x = A e^{-B \xi^2} \tan \xi, \quad \psi = D \tan \eta \]  \hspace{1cm} (6-1)

where \(-\pi/2 < \xi < \pi/2, -\pi/2 < \eta < \pi/2\), A, B and D are constants determined from numerical tests. The derivatives of \(x\) and \(\psi\) with respect to \(\xi\) and \(\eta\) are

\[ x_\xi = A e^{-B \xi^2} (\sec^2 \xi - 2B \xi \tan \xi), \]

\[ \frac{x_{\xi\xi}}{x_\xi} = 2 \frac{\tan \xi - B \sin \xi \cos \xi}{1 - 2B \xi \sin \xi \cos \xi} - 2B \xi, \]

\[ \psi_\eta = D \sec^2 \eta, \]

\[ \frac{\psi_{\eta\eta}}{\psi_\eta} = 2 \tan \eta. \]

The differential operators are transformed as

\[ \frac{\partial}{\partial x} = \frac{1}{x_\xi} \frac{\partial}{\partial \xi}, \quad \frac{\partial}{\partial \psi} = \frac{1}{\psi_\eta} \frac{\partial}{\partial \eta}, \]

\[ \frac{\partial^2}{\partial x^2} = \frac{1}{x_\xi^2} \frac{\partial^2}{\partial \xi^2} - \frac{x_{\xi\xi}}{x_\xi^3} \frac{\partial}{\partial \xi}, \]

\[ \frac{\partial^2}{\partial x \partial \psi} = \frac{1}{x_\xi \psi_\eta} \frac{\partial^2}{\partial \xi \partial \eta}, \]

\[ \frac{\partial^2}{\partial \psi^2} = \frac{1}{\psi_\eta^2} \frac{\partial^2}{\partial \eta^2} - \frac{\psi_{\eta\eta}}{\psi_\eta^3} \frac{\partial}{\partial \eta}. \]
The Jacobian of the transformation is

\[ J = \frac{\partial(x, \psi)}{\partial(\xi, \eta)} = AD e^{-B\xi^2 (\sec^2 \xi - 2B\xi \tan \xi) \sec^2 \eta}. \]

It can be seen that \( J \neq 0, \infty \) for \(-\pi/2 < \xi < \pi/2, -\pi/2 < \eta < \pi/2\), hence the Jones' transformation does not have any singularities.

For further simplification of boundary conditions, a new dependent variable \( Y \) may be introduced by

\[ y = Y + \psi. \tag{6.2} \]

After this dependent variable transformation, the derivatives of \( y \) with respect to \( x \) and \( \psi \) are transformed to

\[ y_x = \frac{Y_\xi}{x_\xi}, \quad y_\psi = \frac{Y_\eta}{\psi_\eta} + 1, \]

\[ y_{xx} = \frac{Y_{\xi\xi}}{x_\xi^2} - \frac{x_\xi Y_\xi}{x_\xi^3}, \quad y_{x\psi} = \frac{Y_{\xi\eta}}{x_\xi \psi_\eta}, \quad y_{\psi\psi} = \frac{Y_{\eta\eta}}{\psi_\eta^2} - \frac{\psi_{\eta\eta}}{\psi_\eta^3} Y._\eta. \]

### 8.2 Main Equation for \( Y \) in Stretched Coordinates

After the transformations (6-1) and (6-2), the main equation (4-1a) for the Euler formulation becomes

\[ A_1 Y_{\xi\xi} + A_2 Y_{\xi\eta} + A_3 Y_{\eta\eta} + A_4 Y_\xi + A_5 Y_\eta = A_6 \tag{6-3} \]

where

\[
\begin{align*}
A_1 &= (Y_\eta + \psi_\eta)^2 - \psi_\eta^2 Z_1 \\
A_2 &= -2Y_\xi (Y_\eta + \psi_\eta) \\
A_3 &= Y_\xi^2 + x_\xi^2 \\
A_4 &= -A_1 x_\xi \xi / x_\xi \\
A_5 &= -A_3 \psi_\eta / \psi_\eta \\
A_6 &= x_\xi^2 \psi_\eta^2 Z_2,
\end{align*}
\]
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\[ Z_1 = \frac{2 \sqrt{y^2 \psi^2}}{2H_{\infty} \rho \nu^2 \xi^2 (\psi_{n}^2 + \nu_{n}^2)} - \psi_{n}^2 \nu_{n}^2 (Y_{\xi}^2 + \xi^2)^3 \]

\[ Z_2 = \frac{2 \sqrt{y^2 \psi^2}}{2H_{\infty} \rho \nu^2 \xi^2 (\psi_{n}^2 + \nu_{n}^2)} + \psi_{n}^2 \nu_{n}^2 (Y_{\xi}^2 + \xi^2)^3 \rho \sqrt{\psi_{n}^2 + 1} \].

For the full potential formulation, the main equation (4-3a) leads to

\[ A_1 Y_{\xi\xi} + A_2 Y_{\xi\eta} + A_3 Y_{\eta\eta} + A_4 Y_{\xi} + A_5 Y_{\eta} = A_6 \]

where

\[
\begin{align*}
A_1 &= (Y_{\eta} + \psi_{n}^2) - \psi_{n}^2 M_{\infty}^2 / R \\
A_2 &= -2Y_{\xi}(Y_{\eta} + \psi_{n}) \\
A_3 &= Y_{\xi}^2 + \xi^2 \\
A_4 &= -A_1 \psi_{\xi\eta} / \psi_{\eta} \\
A_5 &= -A_3 \psi_{\eta\eta} / \psi_{\eta} \\
A_6 &= 0.
\end{align*}
\]

On the airfoil, the boundary condition is

\[ Y = f_{\infty}[\phi(\xi)]. \]

In the far field, the boundary condition can be derived from (4-2b):

\[ Y(\xi, \eta) = D \tan(\frac{1}{\cos \alpha}) - 1 + A e^{-B \xi^2 \tan \xi \alpha} \]

\[ - \frac{\Gamma}{2 \pi \cos \alpha} \ln\{A e^{-B \xi^2 \tan^2 \xi} \][Y(\xi, \eta) + D \tan(\xi \alpha)]^2 \].

At the trailing edge, the Kutta condition must be satisfied so that the velocities

\[ V_{TE} = \sqrt{[\frac{\psi_{\eta}^2 (Y_{\xi}^2 + \xi^2)}{\rho \nu^2 \xi^2 (\psi_{n}^2 + \nu_{n}^2)}] T_{E}} \]

calculated from lower and upper surfaces at the trailing edge are equal to each other.

After transformations (6-1) and (6-2), the normal shock jump conditions (5-4) become

\[ \frac{Y_{\xi}}{\rho \nu^2} = 0, \quad \frac{Y_{\eta}}{\psi_{n} + 1} = 0. \]
Because \( x_\xi, \psi_\eta \) are continuous everywhere, the shock jump conditions reduce to the same form as in (5-4):

\[
\left[ \frac{Y_\xi}{\rho} \right] = 0, \quad [Y_\eta] = 0
\]

or

\[
Y_\xi^+ = \mu Y_\xi^-, \quad Y_\eta^+ = Y_\eta^-
\]

where \( \mu = \rho^+ / \rho^- \) is the density jump factor across the shock. In more detail, the shock jump conditions in the stretched coordinates are (cf. Fig.5-2)

\[
(Y_\xi)^{+}_{i-\frac{1}{2},j} = \mu_j (Y_\xi)^{-}_{i-\frac{1}{2},j}, \quad (Y_\eta)^{+}_{i-\frac{1}{2},j} = (Y_\eta)^{-}_{i-\frac{1}{2},j}
\]

where the density jump factor on the \( j^{th} \) streamline is

\[
\mu_j = \frac{\frac{\nu+1}{4}(3M_{i-1,j}^2 - M_{i-2,j}^2)}{1 + \frac{\nu-1}{4}(3M_{i-1,j}^2 - M_{i-2,j}^2)}.
\]

Finally, we can construct the shock point operator in Jones' stretched coordinates:

\[
(Y_\xi)_{i,j} = \frac{1}{\Delta\xi^2} (Y_{i+1,j} - Y_{i,j} - \mu_j Y_{i-1,j} + \mu_j Y_{i-2,j})
\]

and

\[
(Y_\eta)_{i,j} = \frac{1}{4\Delta\xi\Delta\eta} (Y_{i+1,j+1} - Y_{i+1,j-1} + Y_{i,j+1} - Y_{i,j-1} - 3Y_{i-1,j+1} + 3Y_{i-1,j-1} + Y_{i-2,j+1} - Y_{i-2,j-1}).
\]

Using the type-dependent scheme with shock point operator in equation (6-3) for the Euler formulation, we get the following system of difference equations:

\[
AY_{i,j-1} + BY_{i,j} + CY_{i,j+1} = RHS
\]

where

\[
A = \beta^2 A_3 - \frac{1}{2\beta\Delta\xi A_5} - \begin{cases} (1 - \nu)\beta A_2 / 2 & \text{if } i \neq i_s, \\ \beta A_2 / 4 & \text{if } i = i_s, \end{cases}
\]

\[
B = -2\beta^2 A_3 + \begin{cases} (1 - 3\nu)A_1 + (1 - \nu)\Delta\xi A_4 & \text{if } i \neq i_s, \\ -A_1 & \text{if } i = i_s, \end{cases}
\]
\[ C = \beta^2 A_3 + 1/2\beta \Delta \xi A_5 + \begin{cases} (1 - \nu)\beta A_2 / 2 & \text{if } i \neq i_s, \\ \beta A_2 / 4 & \text{if } i = i_s, \end{cases} \]

\[ \text{RHS} = \begin{cases} -\nu A_1 (Y_{i+1,j} + Y_{i-1,j}) + (1 - \nu) A_1 (2Y_{i-1,j} - Y_{i-2,j}) \\ -\nu \beta A_2 (Y_{i+1,j} + Y_{i+1,j-1} - Y_{i-1,j} + Y_{i-1,j+1}) / 4 \\ -(1 - \nu) \beta A_2 (Y_{i-1,j+1} - Y_{i-1,j-1}) / 2 \\ -\nu \Delta \xi A_4 (Y_{i+1,j} - Y_{i-1,j}) / 2 + (1 - \nu) \Delta \xi A_4 Y_{i-1,j} \\ +\Delta \xi^2 A_6 \end{cases} \]

for \( i = 2, 3, \ldots, I_{\text{max}-1}, j = 2, 3, \ldots, J_{\text{max}-1} \) and \( \beta = \Delta \xi / \Delta \eta \).

For the full potential formulation, the system of difference equations is the same as equation (6-10) but the A's are differently defined as in equation (6-4).

### 6.3 Secondary Equation for \( \rho \) in Stretched Coordinates

Applying transformations (6-1) and (6-2) to the secondary equation (4-1b) for the Euler formulation, we have

\[ B_1 \rho_\xi + B_2 \rho_\eta + B_3 \rho = 0 \quad (6-11) \]

where

\begin{align*}
B_1 &= Y_\xi (Y_\eta + \psi_\eta)^2 \\
B_2 &= -(Y_\eta + \psi_\eta)(Y_\xi^2 + x_\xi^2) \\
B_3 &= -\psi_\eta^2 (Y_\xi + \frac{x_\xi}{Z_1} Y_\xi) Z_1 - x_\xi^2 \psi_\eta^2 Z_3,
\end{align*}

\begin{align*}
Z_1 &= \frac{2}{\gamma - 1} x_\xi^2 (Y_\eta + \psi_\eta)^2 \\
&\quad - 2H_\infty \rho^2 x_\xi^2 (Y_\eta + \psi_\eta)^2 - \psi_\eta^2 (Y_\xi^2 + x_\xi^2), \\
Z_3 &= \frac{2 \psi_\eta^2 (Y_\xi^2 + x_\xi^2)}{2H_\infty \rho^2 x_\xi^2 (Y_\eta + \psi_\eta)^2 - \psi_\eta^2 (Y_\xi^2 + x_\xi^2)} \rho \omega (\frac{Y_\eta}{\psi_\eta} + 1)^3.
\end{align*}
For the full potential formulation, the secondary equation in \((\xi, \eta)\) coordinates is

\[
B_1 R_\xi + B_2 R_\eta = B_3
\]  
(6-12)

where

\[
\begin{align*}
B_1 &= Y_\xi (Y_\eta + \psi_\eta)^2 \\
B_2 &= -(Y_\eta + \psi_\eta)(Y_\xi^2 + x_\xi^2) \\
B_3 &= (\gamma + 1)M_\infty^2 \psi_\eta^2 (Y_{\xi\xi} - \frac{x_{\xi\xi}}{x_\xi} Y_\xi).
\end{align*}
\]

The Crank-Nicolson scheme for equation (6-11) of the Euler formulation or (6-12) of the full potential formulation produces the same forms of difference equation, its coefficients and its RHS term as in equation (4-10) and (4-11) or (4-13), but the B's take different forms from (4-9) as shown in (6-11) for the Euler formulation or (6-12) for the full potential formulation. In addition, the second derivatives \(Y_{\xi\xi}\) in the expression of \(B_3\) should be approximated by type-dependent difference with shock point operator:

\[
Y_{\xi\xi} = \begin{cases} 
\frac{Y_{\xi}^t}{\Delta \xi^2}(Y_{i+1,j} - 2Y_{i,j} + Y_{i-1,j}) + \frac{1}{\Delta \xi^2}(Y_{i,j} - 2Y_{i-1,j} + Y_{i-2,j}), & i \neq i_*, \\
\frac{1}{\Delta \xi^2}(Y_{i+1,j} - Y_{i,j} - \mu_j Y_{i-1,j} + \mu_j Y_{i-2,j}), & i = i_*.
\end{cases}
\]  
(6-13)

For the Euler formulation, the vorticity and the local Mach number can be calculated from

\[
\omega = \frac{1}{Y_\eta + \psi_\eta} \left\{ \frac{\psi_\eta}{\rho x_\xi} \left[ \frac{Y_\xi}{\rho x_\xi} \right]_\xi - \left[ \frac{\psi_\eta}{\rho x_\xi^2} (Y_\eta + \psi_\eta) \right]_\eta \right\}
\]  
(6-14)

and

\[
M^2 = \frac{\frac{\psi_\eta^2}{\gamma - 1} (Y_\xi^2 + x_\xi^2)}{2H_\infty \rho^2 x_\xi^2 (Y_\eta + \psi_\eta)^2 - \psi_\eta^2 (Y_\xi^2 + x_\xi^2)}.
\]  
(6-15)

The local Mach number for the full potential formulation is expressed by

\[
M^2 = \frac{M_\infty^2}{R} \frac{\psi_\eta^2 (Y_\xi^2 + x_\xi^2)}{x_\xi^2 (Y_\eta + \psi_\eta)^2}.
\]  
(6-16)

The equations for the Kutta condition and for updating the circulation around the airfoil are the same as those in (4-16) and (4-17) where \(V_{TE}\) should be calculated from (6-5c). The pressure coefficient \(C_p\) is also expressed by (2-35) for the Euler formulation and by (3-29) for the full potential formulation.
Chapter 7. Full Potential Analysis and Design

The governing equations for irrotational and isentropic fluid flow are the full potential-equivalent equations derived in Chapter 3. There are several options for secondary equations and the corresponding secondary variables. For analysis problems, we can choose the \((y, R)\) set of equations (3-24) and (3-25) to solve:

\[
\begin{align*}
(y_{\psi}^2 - \frac{M_{\infty}^2}{R})y_{zz} - 2y_{x}\psi y_{x}\psi + (1 + y_{x}^2)\psi\psi &= 0, \\
y_{x}y_{\psi}^2 R_x - y_{\psi}(1 + y_{x}^2)R_{\psi} &= (\gamma + 1)M_{\infty}^2 y_{zz}
\end{align*}
\]  

(7-1a)

(7-1b)

where \(R = \rho^{\gamma+1}\) is the generalized density. The boundary conditions on the airfoil, at infinity and at the trailing edge are the same as in the Euler formulation: (4-2a), (4-2b) and (4-2c). The difference equations which should be solved are equation (5-11) for \(y\) and equations (4-13) for \(R\), but the A's and B's should be adjusted accordingly.

For design problems, however, due to the different boundary condition on the airfoil, an alternative set of governing equations is selected. The main equation is still (3-24), but the secondary equation is changed to (3-26):

\[
y_{\psi}(y_{\psi}^2 - \frac{M_{\infty}^2}{R})R_x - y_{x}y_{\psi}^2 R_{\psi} = (\gamma + 1)M_{\infty}^2 y_{zz}\psi
\]

(7-2)

The boundary conditions for the design problem are the same as in the analysis problems, except on the airfoil whose shape is unknown. There, the pressure (or velocity) distribution is specified, hence, the generalized density is also specified:

\[
R_s(x) = [1 + \frac{\gamma}{2}M_{\infty}^2 C_{ps}(x)]^{\frac{\gamma+1}{\gamma}}
\]

(7-3)

where \(C_{ps}(x)\) is the prescribed surface pressure coefficient. On the airfoil, the Bernoulli equation in stream function coordinates leads to

\[
F(x)y_{\psi}^2 - y_{z}^2 = 1
\]

(7-4)
where
\[ F(x) = \frac{2}{(\gamma - 1)M_\infty^2 \{ (1 + \frac{\gamma - 1}{2} M_\infty^2)|R_s(x)|^{\frac{1}{\gamma - 1}} - R_s(x) \}} \]
is a known function of \( x \). Equation (7-4) is a Neumann boundary condition on the airfoil when solving (7-1a) for \( y \). Equation (7-3) is a Dirichlet boundary condition on the airfoil when solving (7-2) for \( R \). At infinity, \( R = 1 \). If the problem is symmetric, the condition \( R_\psi = 0 \) on a symmetry line off the airfoil should be applied. If streamlines do not intersect each other on the airfoil, then \( y_\psi > 0 \), and if, furthermore, \( F(x) \neq 0 \) on the airfoil, then equation (7-4) gives
\[ y_\psi = \sqrt{\frac{1 + y_\psi^2}{F(x)}}. \]

For most practical transonic flows the required conditions are easily satisfied as long as \( C_{p_s}(x) \) is reasonably specified. Differenting \( y_\psi \) with second order accuracy, we get
\[ y_{i,1} = \frac{1}{3} [4y_{i,2} - y_{i,3} - 2G(x_i)] \quad (7-5) \]
where
\[ G(x_i) = \Delta_\psi \sqrt{\frac{1 + (y_\psi^2)_{i,1}}{F(x_i)}}. \]

Considering this boundary condition, we modify system (5-11) as below: for \( j=2 \), equation (5-11) becomes
\[ [B + \frac{4}{3} A]y_{i,2} + [C - \frac{1}{3} A]y_{i,3} = RHS + \frac{2}{3} AG(x_i) \quad (7-6) \]
Replacing the first equation in system (5-11) by (7-6), solving the resulting system of equations and applying (7-5), we can obtain the desired airfoil contour \( f(x_i) = y_{i,1} \) without any further iteration of the airfoil shape.

Equation (7-2) for \( R \) has different characteristic curves than equation (7-1b). In fact, the slope of the characteristic curves of equation (7-2) is
\[ \frac{d\psi}{dx} = -\frac{y_\psi y_\phi}{y_\psi^2 - M_\infty^2 / R}. \quad (7-7) \]
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At infinity, \( d\psi/dx = 0 \). So, the horizontal far field boundary is a characteristic curve, but the vertical boundaries are not. Therefore, the marching process can be carried out from left to right. The whole domain can be divided into the same four subdomains to march \( R \) as for the \( y \) equation in Fig.4-2a.

For full potential analysis and design problems, only symmetric flows have been calculated. Figs.7-1 — 7-3 are comparisons of the calculated \( C_p \) distributions for a NACA 0012 airfoil with experimental data from the laboratories at ONERA and NAE for \( M_\infty = 0.703, 0.803 \) and 0.835. The computational domain \((x, \psi)\) has been covered by a 65x33 uniform grid for moderate \( M_\infty \) (Fig.7-1). For higher Mach numbers (Fig.7-2 and 7-3), a denser 81x31 mesh in the stretched coordinates \((\xi, \eta)\) has been used. The agreement between computed pressure coefficient and the available experimental data is quite satisfactory. For supercritical transonic flows, the shock waves can be captured by the type-dependent scheme plus the shock point operator (SPO).

Figs.7-4 — 7-8 show the \( C_p \) distributions for a NACA 0012 calculated by different sets of equations and the associated secondary variables. Fig.7-4 shows the calculated result for the \((y, R)\) set of equations (3-24) and (3-25). Fig.7-5 is the result of calculations in which \( R \) is solved from the first order ODE (3-31a). Fig.7-6 shows the calculated \( C_p \) distribution by solving the set of equations in which \( R \) is solved from the second order PDE (3-34). Fig.7-7 depicts the calculated result using the \((y, M^2)\) set of equations (3-35) and (3-36a). Figs.7-8 show the result of the computation from the \((y, u, \rho)\) set of equations (3-44)—(3-46). Other sets of equations also have been tried and all of these computations have given acceptable results. However, the set of \((y, R)\) with the first order PDE for \( R \), i.e. equation (3-25), is the simplest due to its linearity for \( R \) and gives a more accurate result especially for the supercritical flows. Therefore, this set of equations appears to be the optimal choice.

Fig.7-9 indicates the typical convergence history of the full potential calculation. The horizontal axis gives the total iteration number and the vertical axis is the
logarithm of the error of $R$ between two successive iterations. For subcritical Mach number, the convergence is fast and the maximum error decreases steeply. For supercritical flow, however, the convergence rate is much slower and the maximum error decreases slowly with oscillations.

Fig.7-10 shows the designed contours of a 6 percent biconvex airfoil compared with the exact shape (Abbott and von Doenhoff 1959). The specified $C_{p\delta}(x)$ on the airfoil comes from the experiments at NASA (Knetchtel 1959) for $M_\infty = 0.909$. Figs.7-11 and 7-12 give the designed NACA 0012 airfoil contours compared with the exact shape (Abbott and von Doenhoff 1959). The specified $C_{p\delta}(x)$ is from NAE (Ohman 1979) for $M_\infty = 0.490$ (subcritical case) and from ONERA (Thibert and Grandjacques 1979) for $M_\infty = 0.803$ (supercritical case). In the example in Fig.7-11, a coarser uniform grid of 65x33 has been used and, in the computation of Fig.7-12, a finer clustered grid of 81x31 has been used. Here, we can see that the present full potential approach is capable of designing airfoil contours with satisfactory accuracy.
Chapter 8. Euler Solutions

The developed approach using the Euler-equivalent equations in stream function coordinates has also been used to calculate transonic flows past airfoils at zero and non-zero angle of attack. Both subcritical and supercritical Mach numbers have been considered. For unstretched stream function coordinates \((x, \psi)\), a 65x65 uniform mesh covers the computational domain of \(-2 \leq x \leq 3, -2.5 \leq \psi \leq 2.5\) and the airfoil is located between 0 and 1 with 13 grid points on it. For stretched coordinates \((\xi, \eta)\), a 65x65 uniform grid system covers the computational domain of \(-1.54 \leq \xi \leq 1.54, -1.54 \leq \eta \leq 1.54\) corresponding to a domain of \(-7.04 \leq x \leq 7.04, -19.47 \leq \psi \leq 19.47\) in clustered \((x, \psi)\) coordinates. The airfoil is placed between -0.5 and 0.5 and contains 25 grid points on its surface.

The computations are executed for the set of equations (2-24), (2-27) and (2-22) for \(y, \rho\) and \(\omega\). The corresponding difference equations are (5-11) for \(y\) and (4-10), (4-11) for \(\rho\). The vorticity \(\omega\) is calculated using central differences for all \(x\) and \(\psi\) differentiations. The iteration includes three levels of loops. The most internal loop is the \(y\) iteration, the intermediate level is for \(\rho\) and the most external iteration loop is for \(\omega\), or for \(\Gamma\). The convergence criterion, the Kutta condition (4-16), must be satisfied. The computational flow chart is given in Fig.4-3.

Most calculations have been carried out on a PC machine. The typical computational time on a 25 MHz 386 IBM compatible computer with 387 Math Coprocessor is about 20 minutes for supercritical flows and 5 minutes for subcritical flows.

Figs.8-1 — 8-12 show the comparisons of surface \(C_p\) distributions between the calculated results and experimental data or other computations. Figs.8-1 — 8-2 are \(C_p\) distributions for a NACA 0012 in subcritical flows: \(M_\infty=0.490\) and 0.696 at zero angle of attack. Figs.8-3 — 8-5 show comparisons of computed and experimental \(C_p\) distributions on a NACA 0012 in supercritical flows: \(M_\infty=0.756, 0.803\) and 0.814. For moderate \(M_\infty\) (Fig.8-3), the coarse uniform grid in \((x, \psi)\) has been used. For higher Mach numbers (Figs.8-4, 8-5), the finer clustered grid in \((\xi, \eta)\)
has been used. The experimental data in Figs.8-1 — 8-5 are obtained from a laboratory of ONERA, France, (Thibert and Grandjacques 1979) and a laboratory of NAE, Canada, (Ohman 1979). Fig.8-6 shows the comparison of Cp distributions for a NACA 0012, $M_\infty=0.8$, $\alpha=1.25$ between the present clustered grid calculation and another Euler computation by Viviant (1985) using the O type 320x64 grid. Figs.8-7 — 8-8 show Cp distributions on the 6 percent biconvex airfoil at subcritical $M_\infty=0.840$ and supercritical $M_\infty=0.909$, respectively, compared with the experimental data from a laboratory of NASA (Knetchtel 1959). Figs.8-9 — 8-12 give the Cp distributions for the NACA 0012 at $M_\infty=0.502$ and various angles of attack: $\alpha=0, 2, 4$ and 6 degrees. From these plots we can see that the present approach can accurately predict Cp distributions for both subcritical and supercritical flows. The small discrepancies between the calculated and experimental results at leading and trailing edges and at shock waves are expected because the experimental results necessarily involve the effect of viscosity.

Figs.8-13(a)—(d) show the effect of type-dependent (TD) differencing and shock point operator (SPO) in a typical supercritical calculation: NACA 0012, $M_\infty=0.803$, $\alpha=0$. Fig.8-13(a) gives the result of central differencing with neither TD nor SPO. The computed Cp distribution is totally incorrect and the shock wave cannot be captured. Fig.8-13(b) shows the result of only TD differencing without SPO. The calculated Cp distribution is inaccurate and the shock wave location is too far backward. Fig.8-13(c) shows the result of TD differencing plus relevant SPO, i.e. SPO is used in $y_{xx}, y_{x\psi}$ terms only. The calculation gives a satisfactory Cp distribution and the shock wave can be captured accurately. Fig.8-13(d) shows the result of TD differencing plus too much SPO, i.e. SPO is used not only in $y_{xx}, y_{x\psi}$ terms but also in $y_x$ term. The computed Cp distribution is inaccurate and oscillations occur at the shock wave region. Comparing these pictures we conclude that the TD differencing plus relevant SPO is an effective scheme to calculate transonic flows and the SPO is a crucial tool to capture the embedded shock waves.

Figs. 8-14(a)—(h) demonstrate the evolution of iteration and convergence process.
for a typical supercritical calculation: NACA 0012, $M_{\infty}=0.803$, $\alpha=0$. The $C_p$ distributions on the airfoil after the following numbers of iterations are plotted: 31, 67, 103, 165, 251, 380, 449 and 528. From these plots we can see that before 165 iterations the calculated flow field has no shock wave. After 165 iterations, a shock wave is formed and pushed backward. The accuracy becomes better and better with the process of iterations. The computation converges after 528 iterations and gives a satisfactory solution.

Fig. 8-15 shows the convergence history for several typical calculations. The horizontal ordinate is the total number of iterations for $y$ and the vertical ordinate is the logarithm of the error of $\rho$. For subcritical flow ($M_{\infty}=0.703$), the iteration converges very fast, the error decays to order $10^{-4}$ within 100 iterations. For supercritical flow with no obvious shock wave ($M_{\infty}=0.756$), the iteration converges slower and oscillation occurs, but it does not take long to decay the error to order $10^{-3}$. However, for supercritical flow with a shock wave ($M_{\infty}=0.803$), the convergence becomes very low and the calculation oscillates. It takes a long time (more than 500 iterations) to decay the error to order $10^{-2}$.

Figs. 8-16 — 8-17 show the effect of the stretching coordinate transformation. For the subcritical case, without and with the stretching coordinate transformation, the $C_p$ distributions for the NACA 0012 at $M_{\infty}=0.703$ and $\alpha=0$ are shown in Figs. 8-16(a) and (b), respectively. The accuracy improvement is not obvious as the unstretched discretization has already given a good result. However, for the supercritical case, the accuracy is improved considerably as shown in Figs. 8-17(a) and (b). The stretched coordinate discretization gives a more accurate $C_p$ distribution and shock wave location.
Chapter 9. Further Extensions

9.1 Extension to Axisymmetric Flows

Similar to the two dimensional case, for an inviscid compressible axisymmetric flow, the governing Euler equations take the following form

\[ (\rho u r)_x + (\rho u v)_r = 0, \]  
\[ \rho u u_x + \rho u v_r + p_x = 0, \]  
\[ \rho v u_x + \rho v v_r + p_r = 0, \]  
\[ p = \frac{\rho^2}{\gamma M_{\infty}^2}. \]  

(9-1a)  
(9-1b)  
(9-1c)  
(9-1d)

where \( u \) and \( v \) represent velocity components along the axial \((x)\) and radial \((r)\) directions, respectively. The coordinates \((x, r)\) define a point in a meridian plane. Here, the isentropic assumption is made so that the energy equation is replaced by the isentropic relation (9-1d). After using the continuity equation, the axial and radial momentum equations (9-1b) and (9-1c) can be rewritten as

\[ (\rho u^2 + p)_x + (\rho u v)_r + \frac{\rho u v}{r} = 0, \]
\[ (\rho u v)_x + (\rho v^2 + p)_r + \frac{\rho v^2}{r} = 0. \]

Introducing Stokes stream function \( \psi \) such that

\[ \psi_r = \rho u r, \quad \psi_x = -\rho v, \]  

(9-2)

the continuity equation (9-1a) is automatically satisfied and the above momentum equations become:

\[ \left( \frac{\psi_x^2}{\rho r^2} + p \right)_x - \left( \frac{\psi_x \psi_r}{\rho r^2} \right)_r - \frac{\psi_x \psi_r}{\rho r^3} = 0, \]  
\[ -\left( \frac{\psi_x \psi_r}{\rho r^2} \right)_x + \left( \frac{\psi_x^2}{\rho r^2} + p \right)_r + \frac{\psi_x^2}{\rho r^3} = 0. \]  

(9-3a)  
(9-3b)

Making the von Mises transformation

\[ x \equiv x, \quad r = r(x, \psi) \]  

(9-4)
and assuming that the Jacobian \( J = \partial(x, r)/\partial(x, \psi) = r_\psi \) is non-zero and finite, we can get a single-valued transformation and the transformed operators:

\[
\frac{\partial}{\partial x} = \frac{\partial}{\partial x} - \frac{r_x}{r_\psi} \frac{\partial}{\partial \psi}, \quad \frac{\partial}{\partial r} = \frac{1}{r_\psi} \frac{\partial}{\partial \psi}.
\]

Using these in (9-3a) and (9-3b) leads to

\[
\left( \frac{1}{\rho r^2 r_\psi^2} + p \right)_x - \frac{r_x}{r_\psi} \left( \frac{1}{\rho r^2 r_\psi^2} + p \right)_\psi + \frac{1}{r_\psi} \left( \frac{r_x^2}{\rho r^2 r_\psi^2} + \frac{r_x}{\rho r^3 r_\psi^2} \right) = 0,
\]

\[
\left( \frac{r_x}{\rho r^2 r_\psi^2} \right)_x - \frac{r_x}{r_\psi} \left( \frac{r_x^2}{\rho r^2 r_\psi^2} + \frac{1}{r_\psi} \left( \frac{r_x^2}{\rho r^2 r_\psi^2} + p \right)_\psi + \frac{r_x^2}{\rho r^3 r_\psi^2} \right) = 0
\]

or

\[
r_\psi \left( \frac{1}{\rho r^2 r_\psi^2} \right)_x + \frac{r_x}{\rho r^2 r_\psi^2} + \frac{r_x}{\rho r^3 r_\psi} + r_\psi p_x - r_x p_\psi = 0,
\]

\[
r_\psi \left( \frac{r_x^2}{\rho r^2 r_\psi^2} \right)_x + \frac{r_x r_x \psi}{\rho r^2 r_\psi^2} + \frac{r_x^2}{\rho r^3 r_\psi} + p_\psi = 0.
\]

Differentiating (9-1d) with respect to \( x \) and \( \psi \),

\[
p_x = \rho^{\gamma-1} \rho_x / M_\infty^2, \quad p_\psi = \rho^{\gamma-1} \rho_\psi / M_\infty^2,
\]

substituting \( p_x, p_\psi \) into the above momentum equations and simplifying, we get

\[
-r_x r_\psi - \frac{r_x r_\psi}{r} + r_\psi \left( \frac{r_x^2}{r_\psi^2} \rho^{\gamma+1} \frac{M_\infty^2}{\rho} - 1 \right) \frac{\rho_x}{\rho} - r_x r^2 r_\psi \left( \frac{\rho^{\gamma+1}}{M_\infty^2} \right) \frac{\rho_\psi}{\rho} = 0, \quad (9-5a)
\]

\[
r_\psi r_x - r_x r_\psi \rho \frac{r_x}{r} - r_\psi r_x \rho \frac{r_x}{r} + r_\psi \left( \frac{r_x^2}{r_\psi^2} \rho^{\gamma+1} \frac{M_\infty^2}{\rho} \right) \frac{\rho_\psi}{\rho} = 0. \quad (9-5b)
\]

The vorticity expression can be transformed to \((x, \psi)\) coordinates as below:

\[
\omega = v_x - u_r
\]

\[
= -\left( \frac{\psi_x}{\rho r} \right)_x - \frac{1}{\rho r^2} \frac{\psi_x}{\rho r} - \frac{1}{\rho r} \left( \frac{\psi_x}{\rho r} \right)_r
\]

\[
= \frac{1}{r_\psi} \left\{ \left[ \frac{r_x}{\rho r} \right]_x - \frac{1}{\rho r^2} \frac{r_x}{\rho r} \right\} = \frac{1}{r_\psi} \left[ \psi_x \right]_r = \psi_x - \frac{1}{\rho r} \frac{\psi_x}{\rho r} \left( \frac{1}{\rho r} \right)_r
\]

\[
\omega = \psi_x - u_r = \frac{1}{r_\psi} \left[ \psi_x \right]_r
\]
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or in expanded form

\[
\frac{r^2 \partial^2 r_x}{\rho} - 2r_x r_\psi r_{x\psi} + (1 + r_z^2) r_{\psi r\psi}^2 + \frac{r_z^2}{r} = r_x r_\psi \frac{\partial r}{\partial \rho} - r_\psi (1 + r_z^2) r_{\psi r\psi}^2 + \rho \omega r r_\psi^3. \tag{9-7}
\]

Solving (9-5a) and (9-5b) for \( \rho_z / \rho \) and \( \rho_\psi / \rho \), substituting them into (9-7) and simplifying the resulting equation, we get

\[
\left( r_\psi^2 - \frac{M^2_\infty}{\rho^{\gamma+1} r^2} \right) r_{xz} - 2r_x r_\psi r_{x\psi} + (1 + r_z^2) r_{\psi r\psi}^2 + \frac{r_z^2}{r} = \rho \omega r r_\psi^3. \tag{9-8}
\]

Equation (9-8) which can be solved for \( r_z \), is almost the same as equation (3-15) for the two dimensional case, except for an extra term \( r_\psi^2 / r \) on the left hand side and slight changes in the compressibility parameter and in the rotational term.

Eliminating \( r_{x\psi} \) from (9-5a) and (9-5b) gives

\[
r_x r_\psi \rho \gamma \rho_z - r_\psi (1 + r_z^2) \rho \gamma \rho_\psi = M^2_\infty \frac{r_{x\psi}}{r^2}. \tag{9-9}
\]

Equation (9-5a) can be rewritten as

\[
r_\psi \left( r^2_\psi - \frac{M^2_\infty}{\rho^{\gamma+1} r^2} \right) \rho \gamma \rho_z - r_x r_\psi^2 \rho \gamma \rho_\psi = M^2_\infty \left( \frac{r_{x\psi}}{r^2} + \frac{r_x r_\psi}{r^3} \right). \tag{9-10}
\]

Eliminating \( r_{xz} \) and \( r_{x\psi} \) from (9-9), (9-10) and (9-8), we get

\[
r_x \left( r^2_\psi - \frac{M^2_\infty}{\rho^{\gamma+1} r^2} \right) \rho \gamma \rho_z + r_\psi \left( (1 - r_z^2) - \frac{M^2_\infty}{\rho^{\gamma+1} r^2} \frac{1 + r_z^2}{r^2_{\psi}} \right) \rho \gamma \rho_\psi
\]

\[
= M^2_\infty \left( \frac{1 + r_z^2}{r^2_{\psi}} \frac{r_{x\psi}}{r^2} + \frac{1 + 2r_z^2}{r^3} - \rho \omega \frac{r_\psi}{r} \right). \tag{9-11}
\]

Any one of equations (9-9)-(9-11) can be chosen to solve for \( \rho \). At last, \( \omega \) can be calculated from its definition (9-6) after \( r \) and \( \rho \) are solved. Equations (9-8), one of (9-9)-(9-11) and (9-6) constitute a set of equations governing inviscid axisymmetric flows. Similar to the two dimensional case, equation (9-8) is termed the 'main equation' for the corresponding 'main variable' \( r \), and equations (9-9)-(9-11) are
called the ‘secondary equations’ for the ‘secondary variable’ \( \rho \). After solving for \( r \) and \( \rho \), the local Mach number can be evaluated by

\[
M^2 = \frac{\frac{2}{\gamma - 1}(1 + r_x^2)}{2H_\infty \rho^2 r_x^2 \rho_y - (1 + r_x^2)}. \tag{9-12}
\]

The pressure coefficient \( C_p \) is also expressed by (2-35).

For irrotational flows, \( \omega = 0 \), equations (9-8)-(9-11) can be simplified. Defining the generalized density \( R = \rho^{\gamma+1} \) (cf. (3-23)), equations (9-8)-(9-11) become

\[
(r_x^2 - \frac{M_\infty^2}{R r^2}) r_{xx} - 2 r_x r_y r_x r_y + (1 + r_x^2) r_y^2 + \frac{r_y^2}{r} = 0, \tag{9-13}
\]

\[
r_x r_y R_x - r_y (1 + r_x^2) R_y = (\gamma + 1) M_\infty^2 \frac{r_x}{r^2}, \tag{9-14}
\]

\[
r_y (r_x^2 - \frac{M_\infty^2}{R r^2}) R_x - r_x r_y^2 R_y = (\gamma + 1) M_\infty^2 \frac{r_x r_y}{r^2} + \frac{r_y r_x}{r^2}, \tag{9-15}
\]

\[
r_x (r_x^2 - \frac{M_\infty^2}{R r^2}) R_x + r_y \{(1 - r_x^2) - \frac{M_\infty^2 (1 + r_x^2)}{R r^2} \} R_y
= (\gamma + 1) M_\infty^2 \{ \frac{1 + r_x^2}{r_y^2} \frac{r_x r_y}{r^2} + \frac{1 + 2 r_x^2}{r^3} \}. \tag{9-16}
\]

Among the secondary equations (9-14)-(9-16), the linear equation (9-14) for \( R \) is the simplest. Therefore, priority should be given to it unless other difficulties occur. The local Mach number is given by

\[
M^2 = \frac{M_\infty^2}{R} \frac{1 + \frac{y_x^2}{r_x^2}}{r_y^2}, \tag{9-17}
\]

and the pressure coefficient expression is the same as in (3-29).

In addition, if the flow is incompressible, then the flow field is governed by a single equation for \( r = r(x, \psi) \):

\[
r_x^2 r_{xx} - 2 r_x r_y r_x r_y + (1 + r_x^2) r_y^2 + \frac{r_y^2}{r} = 0. \tag{5-18}
\]

This equation has been obtained by Barron et al. (1990). To remove the singularity at \( r = 0 \) and get a homogeneous boundary condition at infinity, they have introduced a new dependent variable \( \tilde{r} \) defined by

\[
\tilde{r}(x, \psi) = \frac{1}{2} r^2(x, \psi) - \psi \tag{9-19}
\]
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so that equation (9-18) becomes

\[(\bar{r}_\psi + 1)^2 \ddot{r}_{xx} - 2 \ddot{r}_x (\bar{r}_\psi + 1) \dddot{r}_{x\psi} + (\dddot{r}_x^2 + 2 \ddot{r} + 2 \psi) \dddot{r}_{x\psi} = 0.\] (9-20)

### 9.2 Extension to Unsteady Flows

Srinivasan and Spalding (1986) solved shock tube flows using one dimensional unsteady gas dynamics equations for primitive variables in stream function coordinates by a floating grid finite difference method and claimed that the method can locate the contact discontinuity in temperature and density profiles precisely. Kalman (1960) also applied a similar idea to the oscillation of a zero-temperature plasma. In this section, we will derive a wave-like equation governing one dimensional unsteady compressible fluid flows as an extension of the approach in previous chapters.

For one dimensional unsteady flow of the inviscid isentropic gas, the governing equations are

\[
\begin{align*}
\rho_t + (\rho u)_x &= 0, \quad \text{(9-21a)} \\
\rho u_t + \rho uu_x + p_x &= 0, \quad \text{(9-21b)} \\
p &= \frac{\rho \gamma}{\gamma M_\infty^2}, \quad \text{(9-21c)}
\end{align*}
\]

where the density \(\rho\), velocity \(u\) and pressure \(p\) are unknown functions of time \(t\) and coordinate \(x\). The continuity equation (9-21a) is automatically satisfied through the introduction of the stream function \(\psi\) such that

\[
\psi_x = \rho, \quad \psi_t = -\rho u \quad \text{(9-22)}
\]

or

\[
\rho = \psi_x, \quad u = -\frac{\psi_t}{\psi_x}. \quad \text{(9-23)}
\]
Differentiating the isentropic equation (9-21c) with respect to \( x \) gives

\[
p_x = \frac{\rho^{7-1}}{M_\infty^2} \rho_x = \frac{\psi_x^{7-1}}{M_\infty^2} \psi_{xx}.
\]  
(9-24)

Substituting (9-23) and (9-24) into the momentum equation (9-21b) and simplifying, we get the governing equation for stream function \( \psi \):

\[
\psi_x^2 \psi_{tt} - 2 \psi_t \psi_x \psi_{tx} + (\psi_t^2 - \frac{\psi_x^{7+1}}{M_\infty^2}) \psi_{xx} = 0.
\]  
(9-25)

The discriminant of this equation

\[
\Delta = 4 \frac{\psi_x^{7+3}}{M_\infty^2}
\]  
(9-26)

is always positive because \( \psi_x = \rho > 0 \). Therefore, equation (9-25) is always hyperbolic, which is consistent with the physical nature of the flow.

Making a von Mises-like transformation

\[
t \equiv \tau, \quad x = x(\tau, \psi)
\]  
(9-27)

changes the roles of \( x \) from independent variable to dependent and \( \psi \) from dependent variable to independent. If the Jacobian \( J = \partial(t, x)/\partial(\tau, \psi) = x_\psi \) is non-zero and finite, then the transformation is one-to-one and no singularities exist throughout the flow field. After the transformation, the differential operators are

\[
\frac{\partial}{\partial t} = \frac{\partial}{\partial \tau} - \frac{x_\tau}{x_\psi} \frac{\partial}{\partial \psi}, \quad \frac{\partial}{\partial x} = \frac{1}{x_\psi} \frac{\partial}{\partial \psi}.
\]

Therefore,

\[
\psi_t = -\frac{x_\tau}{x_\psi}, \quad \psi_x = \frac{1}{x_\psi},
\]

\[
\psi_{tt} = -\frac{x_\tau^2 x_{\tau\tau} - 2 x_\tau x_\psi x_{\tau\psi} + x_\psi^2 x_{\psi\psi}}{x_\psi^2},
\]

\[
\psi_{tx} = -\frac{x_\psi x_{\tau\psi} - x_\tau x_\psi}{x_\psi^3}, \quad \psi_{xx} = -\frac{x_\psi x_\psi}{x_\psi^3}.
\]
Substituting these into (9-25), we finally obtain the governing equation for one dimensional unsteady isentropic flows in stream function coordinates \((\tau, \psi)\):

\[
M_{\infty}^2 \psi^{\gamma+1} \psi_{\tau\tau} = \psi_{\tau}. \tag{9-28}
\]

This nonlinear second order partial differential equation is always hyperbolic, or more precisely, it is a wave equation with a variable propagation speed, because its discriminant

\[
\Delta = 4M_{\infty}^2 \psi^{\gamma+1}, \tag{9-29}
\]

is always positive \((x_\psi = 1/\rho > 0)\). The dependent variable \(x = x(\tau, \psi)\), as the unknown function of time \(\tau\) and stream function \(\psi\), is to be solved from (9-28). After \(x\) is obtained, the density, velocity and pressure can be easily calculated by

\[
\rho = \frac{1}{x_\psi}, \quad u = x_{\tau}, \quad p = \frac{1}{\gamma M_{\infty}^2 x_\psi^{\gamma}}. \tag{9-30}
\]

9.3 Extension to Viscous Flows

The formulation for inviscid incompressible rotational flows can be extended to the viscous case. For a two dimensional steady incompressible viscous flow, the governing Navier-Stokes equations are

\[
\begin{align*}
    u_x + v_y &= 0, \quad (9-31a) \\
    uu_x + vv_y + p_x &= (u_{xx} + u_{yy})/Re, \quad (9-31b) \\
    uv_x + vu_y + p_y &= (v_{xx} + v_{yy})/Re, \quad (9-31c) \\
    \omega &= u_x - u_y \quad (9-31d)
\end{align*}
\]

where \(Re\) is Reynolds number and \(u, v, p\) and \(\omega\) have the same meaning as before. Introducing stream function \(\psi\) and eliminating \(p\) from (9-31b) and (9-31c), we can obtain the following stream-function/vorticity formulation in the viscous case:

\[
\begin{align*}
    \psi_{xx} + \psi_{yy} &= -\omega, \quad (9-32a) \\
    \psi_y \omega_x - \psi_x \omega_y &= (\omega_{xx} + \omega_{yy})/Re. \quad (9-32b)
\end{align*}
\]
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After the von Mises transformation, the Poisson equation (9-32a) becomes

\[ y_\psi^2 y_{xx} - 2 y_x y_\psi y_{x\psi} + (1 + y_x^2) y_{\psi\psi} = \omega y_\psi^3. \]  

(9-33)

This equation is the same as for inviscid fluid flow. It can be solved for \( y \) when \( \omega \) is prescribed or somehow determined. Likewise, after the von Mises transformation,

\[ \omega_x = \omega_x - \frac{y_x}{y_\psi} \omega_\psi, \quad \omega_y = \frac{1}{y_\psi} \omega_\psi, \]

\[ \omega_{xx} = \frac{1}{y_\psi^2} \{ y_\psi^2 \omega_{xx} - 2 y_x y_\psi \omega_{x\psi} + y_x^2 \omega_{\psi\psi} \} \]

\[ - \frac{1}{y_\psi^2} \{ y_\psi^2 y_{xx} - 2 y_x y_\psi y_{x\psi} + y_x^2 y_{\psi\psi} \} \omega_\psi, \]

\[ \omega_{yy} = \frac{1}{y_\psi^2} \omega_{\psi\psi} - \frac{1}{y_\psi} y_\psi \omega_\psi. \]

Therefore, the vorticity equation (9-32b) can be transformed to

\[ y_\psi^2 \omega_{xx} - 2 y_x y_\psi \omega_{x\psi} + (1 + y_x^2) \omega_{\psi\psi} \]

\[ = R e y_\psi \omega_x + y_\psi^2 \omega_\psi. \]  

(9-34)

This is also a second order non-homogeneous partial differential equation of elliptic type and can be solved for \( \omega \) if \( y \) is obtained. Equation (9-34) is considered as a linear equation in the sense that the coefficients of the second derivatives of \( \omega \) do not depend on \( \omega \) itself. The second order differential operator for \( \omega \) in this equation is the same as that for \( y \) in equation (9-33). On the other hand, it is also considered as a nonlinear equation due to the last term on the right hand side, but the degree of nonlinearity in (9-34) is much less than that in equation (9-33).

Equations (9-33) and (9-34) constitute a set of coupled equations for \( y \) and \( \omega \) governing two dimensional incompressible viscous flows in stream function coordinates \((x, \psi)\). Similar to the inviscid case, equation (9-33) and (9-34) are called the ‘main
equation' and the 'secondary equation', respectively. After \( y \) and \( \omega \) are determined, the velocity components can be evaluated by

\[
 u = \frac{1}{y}, \quad v = \frac{y_x}{y}. \tag{9-35}
\]

For rotational flows, the Bernoulli equation in integral form does not exist. So, in order to get pressure after \( y \) and \( \omega \) are solved, it is necessary to deduce the pressure equation in \((x, \psi)\) coordinates. Differentiating equations (9-31b) and (9-31c) with respect to \( x \) and \( y \), respectively, and adding them together, we have

\[
p_{xx} + p_{yy} + u_x^2 + 2u_yv_x + v_y^2 = 0. \tag{9-36}
\]

From (9-31d) and (9-31a),

\[
v_x = u_y + \omega, \quad v_y = -u_x.
\]

Then, equation (9-36) becomes

\[
p_{xx} + p_{yy} + 2(u_x^2 + u_y^2 + u_y\omega) = 0. \tag{9-37}
\]

In stream function coordinates \((x, \psi)\),

\[
u_x = -\frac{1}{y^3}\left(y\psi y_x y\psi - x y y\psi\right), \quad u_y = -\frac{1}{y^3} y^2 y\psi, \tag{9-38}
\]

\[
p_{xx} + p_{yy} = \frac{1}{y^6} \left\{ y^2 \psi p_{xx} - 2y x y\psi p_x \psi + (1 + y_x^2) p_{\psi \psi} \right\} - \omega p_{\psi \psi}. \tag{9-39}
\]

Here, equation (9-33) has been used to simplify the expression in (9-39). Substituting (9-38) and (9-39) into (9-37), we finally obtain the \( p \) equation:

\[
y^2 \psi p_{xx} - 2y x y\psi p_x \psi + (1 + y_x^2) p_{\psi \psi} = y^2 \psi \omega p_{\psi} + \frac{2}{y^2} (y_{xx} y\psi - y_{x}^2 y\psi). \tag{9-40}
\]
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This second order linear partial differential equation for \( p \) is also elliptic with the same operator as in equation (9-33). It can also be obtained from the Poisson equation for pressure in the section III-E-2 of Roache's book (1976):

\[
\Delta^2 p = 2(\psi_{xx}\psi_{yy} - \psi_{xy}^2) \tag{9-41}
\]

through the von Mises transformation. Equation (9-40) can be used to solve for \( p \) after \( y \) and \( \omega \) are known.

To summarize, for a two dimensional steady incompressible viscous flow, instead of solving Navier-Stokes equations in primitive variable form or in streamfunction/vorticity form, we can solve the two coupled equations (9-33) for \( y(x, \psi) \) and (9-34) for \( \omega(x, \psi) \). Once \( y \) and \( \omega \) are solved, pressure \( p \) can be solved from equation (9-40) and velocity components \( u \) and \( v \) can be calculated by (9-35). All of the equations (9-33), (9-34) and (9-40) for the corresponding variable \( y, \omega \) and \( p \) have the same second order differential operator and, therefore, are of the same elliptic type. However, (9-33) is highly nonlinear, while (9-34) and (9-40) are slightly nonlinear and linear, respectively.

### 9.4 Arc Length/Stream Function Formulation

In previous chapters, we always assumed that the von Mises transformation is permissible throughout the flow field. For most flow problems of practical interest this assumption is valid, especially for thin airfoils with sharp or slightly blunt leading edges at small angle of attack. In this case, the distance between the leading edge and the forward stagnation point is very small, hence, there is no reverse flow region or the reverse flow region is negligibly small. As a first approximation, the assumption that the stagnation point exactly coincides with the leading edge can be made so that no reverse flow appears at all.

However, when the leading edge is blunt and the angle of attack is not small, a reverse flow region cannot be neglected and the assumption of coincidence between
leading edge and stagnation point does not hold. In this case, the $x$-velocity component $u$ becomes zero and the Jacobian goes to infinity at certain points (see Fig.9.1, points B and D), hence, the von Mises transformation is singular and the multivalued problem occurs (see Fig.9.1, points A, C and E). A possible way to overcome this difficulty is the use of arc length $s$ to replace $x$ in von Mises coordinates. Next, we will derive a so-called arc length/stream function formulation from the basic principles of differential geometry and the governing equations of incompressible potential flows.

Suppose two families of curves, $s = const.$ and $\psi = const.$, overlay the $(x, y)$ plane and form a regular coordinate net in which each $s$-curve intersects with a $\psi$-curve at only one point and neither an $s$-curve nor a $\psi$-curve intersects with itself (see Fig.9.2). Consider a coordinate transformation

$$x = x(s, \psi), \quad y = y(s, \psi). \quad (9-42)$$

For the time being, $s$ and $\psi$ are arbitrary curvilinear coordinates and do not yet have any specific physical meaning. The differentials of (9-42) are

$$dx = x_s ds + x_\psi d\psi, \quad dy = y_s ds + y_\psi d\psi.$$

The squared length of an arbitrary element arc in $(x, y)$ plane can be expressed by the first fundamental form

$$dS^2 = dx^2 + dy^2$$

$$= E ds^2 + 2 F ds d\psi + G d\psi^2 \quad (9-43)$$

where

$$E = x_s^2 + y_s^2, \quad F = x_s x_\psi + y_s y_\psi, \quad G = x_\psi^2 + y_\psi^2$$

are the metrics of the transformation. By the chain rule,

$$\frac{\partial}{\partial s} = x_s \frac{\partial}{\partial x} + x_\psi \frac{\partial}{\partial y}, \quad \frac{\partial}{\partial y} = y_s \frac{\partial}{\partial s} + y_\psi \frac{\partial}{\partial \psi}.$$
Applying these operators to $x$ and $y$, respectively, we have

\[ x_s x_x + x_\psi \psi_x = 1, \quad x_s x_y + x_\psi \psi_y = 0, \]
\[ y_s x_x + y_\psi \psi_x = 0, \quad y_s x_y + y_\psi \psi_y = 1. \]

Solving for $s_x, s_y, \psi_x, \psi_y$ give:

\[ s_x = \frac{y_\psi}{J}, \quad s_y = -\frac{x_\psi}{J}, \quad \psi_x = -\frac{y_s}{J}, \quad \psi_y = \frac{x_s}{J} \tag{9-44} \]

where the Jacobian of the transformation is

\[ J = \frac{\partial(x, y)}{\partial(s, \psi)} = \det \begin{pmatrix} x_s & x_\psi \\ y_s & y_\psi \end{pmatrix} = x_s y_\psi - x_\psi y_s. \]

It is easy to verify that

\[ J^2 = EG - F^2. \tag{9-45} \]

If the Jacobian is non-zero and finite, then the transformation (9-42) is one-to-one and there are no singularities throughout the domain. In this case, the differential operators are transformed as

\[ \frac{\partial}{\partial x} = \frac{y_\psi}{J} \frac{\partial}{\partial s} - \frac{y_s}{J} \frac{\partial}{\partial \psi}, \quad \frac{\partial}{\partial y} = -\frac{x_\psi}{J} \frac{\partial}{\partial s} + \frac{x_s}{J} \frac{\partial}{\partial \psi} \tag{9-46} \]

and

\[ \frac{\partial^2}{\partial x^2} = \frac{1}{J^2} \{ y_\psi^2 \frac{\partial^2}{\partial s^2} - 2y_s y_\psi \frac{\partial^2}{\partial s \partial \psi} + y_s^2 \frac{\partial^2}{\partial \psi^2} \}
+ \{ \frac{y_\psi}{J} \frac{(y_\psi)}{s} - \frac{y_s}{J} \frac{(y_\psi)}{\psi} \} \frac{\partial}{\partial s} 
+ \{ -\frac{y_\psi}{J} \frac{(y_s)}{s} + \frac{y_s}{J} \frac{(y_\psi)}{\psi} \} \frac{\partial}{\partial \psi}, \tag{9-47a} \]

\[ \frac{\partial^2}{\partial y^2} = \frac{1}{J^2} \{ x_\psi^2 \frac{\partial^2}{\partial s^2} - 2x_s x_\psi \frac{\partial^2}{\partial s \partial \psi} + x_s^2 \frac{\partial^2}{\partial \psi^2} \}
+ \{ \frac{x_\psi}{J} \frac{(x_\psi)}{s} - \frac{x_s}{J} \frac{(x_\psi)}{\psi} \} \frac{\partial}{\partial s} 
+ \{ -\frac{x_\psi}{J} \frac{(x_s)}{s} + \frac{x_s}{J} \frac{(x_\psi)}{\psi} \} \frac{\partial}{\partial \psi}. \tag{9-47b} \]
Assuming that \( s \) is the arc length along a streamline and \( \psi \) is the stream function, then the second order differential operators in (9-47) can be significantly reduced. Applying (9-47) to stream function \( \psi \) yields

\[
\psi_{xx} = -\frac{y \psi}{J} \left( \frac{y_s}{J} \right)_s + \frac{y_s}{J} \left( \frac{y_s}{J} \right) \psi, \quad (9-48a)
\]

\[
\psi_{yy} = -\frac{x \psi}{J} \left( \frac{x_s}{J} \right)_s + \frac{x_s}{J} \left( \frac{x_s}{J} \right) \psi. \quad (9-48b)
\]

It is noted that the first two terms on the right hand sides of equations (9-47a) and (9-47b) vanish because \( \psi \) is independent of \( s \) and the second derivative of \( \psi \) with respect to \( \psi \) is also zero. Only the last terms involving the first derivative of \( \psi \) with respect to \( \psi \) remain.

The inviscid incompressible irrotational flow is governed by the Laplace equation for stream function \( \psi \)

\[
\nabla^2 \psi = \psi_{xx} + \psi_{yy} = 0. \quad (9-49)
\]

Substituting (9-48) into (9-49) gives

\[
y \psi \left( \frac{y_s}{J} \right)_s - y_s \left( \frac{y_s}{J} \right) \psi + x \psi \left( \frac{x_s}{J} \right)_s - x_s \left( \frac{x_s}{J} \right) \psi = 0
\]

or

\[
x_s \left( G y_{ss} - 2 F y_s \psi + E y \psi \psi \right) = y_s \left( G x_{ss} - 2 F x_s \psi + E x \psi \psi \right) \quad (9-50)
\]

where the metrics \( E \), \( F \) and \( G \) are defined in (9-43). Equation (9-50) is a second order nonlinear partial differential equation for \( y \) and \( x \) as functions of \( s \) and \( \psi \). In this equation, the unknown variables \( y(s, \psi) \) and \( x(s, \psi) \) are coupled with each other and have a symmetric or interchangeable format. So, this equation can be used to solve for \( y \) if \( x \) has been obtained, and vice versa. The type of this equation is elliptic for \( y \) as well as for \( x \) because the discriminants for both \( y \) and \( x \) are less than zero:

\[
\Delta^{(y)} = 4x_s^2 (F^2 - EG) = -4x_s^2 J^2 < 0, \quad (9-51a)
\]

\[
\Delta^{(x)} = 4y_s^2 (F^2 - EG) = -4y_s^2 J^2 < 0. \quad (9-51b)
\]
Nevertheless, one equation (9-50) is not enough to solve for two unknowns $y$ and $x$. Another independent equation is needed to complete the formulation. It is known that along a streamline, $\psi = const.$ or $d\psi = 0$, hence equation (9-43) reduces to

$$dS^2 = Eds^2.$$ 

On the other hand, along a streamline, $S = s$, or

$$dS = ds.$$ 

Comparing these two equations, we get $E = 1$, or

$$x^2_s + y_s^2 = 1. \quad (9-52)$$ 

This first order partial differential equation is also symmetric or interchangeable for $x$ and $y$.

Equations (9-50) and (9-52) constitute a set of equations called the arc length/stream function formulation for incompressible potential flows and can be solved simultaneously for $y$ and $x$ under certain boundary conditions. In principle, the choice of equation to be solved for $y$ and the other for $x$ is completely arbitrary. However, for conventional flow problems, in which $x$-axis roughly represents the main flow direction, it is recommended to use (9-50) as the $y$ equation and (9-52) as the $x$ equation. The second order equation (9-50) can be solved by SLOR in the whole region and the first order equation (9-52) can be marched along a streamline and proceeded streamline by streamline.

### 9.5 Laplace-Equivalent Equation in $(x, \zeta)$ Coordinates

For the purpose of cascade design, Ye (1991) developed a ‘decomposition method’ to solve steady incompressible potential flows in a more general curvilinear non-orthogonal coordinate system $(x, \zeta)$. The key point of the method is that the governing Laplace equation is decomposed into two equations in $(x, \zeta)$ coordinates. One is the $y$ equation which functions as a grid generation equation and the other
is the equation for the stream function \( \psi \). The two equations have a common differential operator. The most attractive advantage of this method is that the choice of the \( \zeta \) coordinate is more flexible. This method can also be used to solve airfoil flows as long as boundary conditions are properly specified. Next, we will briefly outline this method. Let

\[
x = x, \quad y = y(x, \zeta)
\]

(9-53)

define a coordinate transformation which transforms the Cartesian coordinates \((x, y)\) into new coordinates \((x, \zeta)\). If the Jacobian \( J = \frac{\partial(x, y)}{\partial(x, \zeta)} \neq 0, \infty \) then the transformation is one-to-one and invertible. After this transformation, the differential operators are

\[
\frac{\partial}{\partial x} = \frac{\partial}{\partial x} - \frac{y_x}{y_\zeta} \frac{\partial}{\partial \zeta}, \quad \frac{\partial}{\partial y} = \frac{1}{y_\zeta} \frac{\partial}{\partial \zeta},
\]

\[
\frac{\partial^2}{\partial x^2} = \frac{1}{y_\zeta^2} \left\{ y_\zeta^2 \frac{\partial^2}{\partial x^2} - 2y_xy_\zeta \frac{\partial^2}{\partial x \partial \zeta} + y_x^2 \frac{\partial^2}{\partial \zeta^2} \right\} - \frac{1}{y_\zeta^2} \left\{ y_\zeta^2 y_{xx} - 2y_xy_\zeta y_{x\zeta} + y_x^2 y_{\zeta\zeta} \right\} \frac{\partial}{\partial \zeta},
\]

\[
\frac{\partial^2}{\partial y^2} = \frac{1}{y_\zeta} \frac{\partial}{\partial \zeta^2} - \frac{1}{y_\zeta} y_{\zeta\zeta} \frac{\partial}{\partial \zeta}.
\]

Therefore, the Laplace operator becomes

\[
\nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} = \frac{1}{y_\zeta^2} \left\{ y_\zeta^2 \frac{\partial^2}{\partial x^2} - 2y_xy_\zeta \frac{\partial^2}{\partial x \partial \zeta} + (1 + y_x^2) \frac{\partial^2}{\partial \zeta^2} \right\} - \frac{1}{y_\zeta^2} \left\{ y_\zeta^2 y_{xx} - 2y_xy_\zeta y_{x\zeta} + (1 + y_x^2) y_{\zeta\zeta} \right\} \frac{\partial}{\partial \zeta}.
\]

Defining the differential operator

\[
L = y_\zeta^2 \frac{\partial^2}{\partial x^2} - 2y_xy_\zeta \frac{\partial^2}{\partial x \partial \zeta} + (1 + y_x^2) \frac{\partial^2}{\partial \zeta^2},
\]

(9-54)
one can express the Laplace operator symbolically as

\[ \nabla^2(...)^2 = \frac{1}{y^2_\zeta} \{ y_\zeta L(...) - (....)_{\zeta} L(y) \} \]  

(9-55)

where \((...)\) represents any continuously twice differentiable function. The governing equation for an incompressible potential flow is the Laplace equation for stream function \(\psi\) in Cartesian coordinates

\[ \nabla^2 \psi = \psi_{xx} + \psi_{yy} = 0. \]  

(9-56)

Using Laplace operator (9-55) in equation (9-56) produces a Laplace-equivalent equation in \((x, \zeta)\) coordinates

\[ y_\zeta L(\psi) - \psi_\zeta L(y) = 0. \]  

(9-57)

Suppose a curve \(\zeta(x, y) = \text{const.}\) defines a coordinate line of a curvilinear coordinate system \((x, \zeta)\) and satisfies Laplace equation \(\nabla^2 \zeta = 0\), then one gets

\[ y_\zeta L(\zeta) - L(y) = 0. \]  

(9-58)

Moreover, equation (9-58) can be further reduced to

\[ L(y) = y_\zeta^2 \psi_{xx} - 2y_\zeta y_{z\zeta} y_{xx} + (1 + y_z^2) y_{\zeta\zeta} = 0 \]  

(9-59)

because \(L(\zeta) \equiv 0\). Recalling (9-57), we must have

\[ L(\psi) = y_\zeta^2 \psi_{xx} - 2y_\zeta y_{z\zeta} \psi_{xx} + (1 + y_z^2) \psi_{\zeta\zeta} = 0. \]  

(9-60)

In this way, Laplace equation (9-56) has been decomposed into two equations (9-59) and (9-60) which constitute a set of Laplace-equivalent equations in \((x, \zeta)\) coordinates governing incompressible potential flows. The first nonlinear equation for \(y\) serves as a grid generation equation which defines the \(y\) distribution from \((x, \zeta)\) discretization. The second linear equation can be solved for \(\psi\) if \(y\) has been solved from the first equation. It should be pointed out that although there are two equations, one of which plays the role of grid generation, used in this formulation the resulting CPU time does not increase too much due to the same differential operator in the two equations.
Chapter 10. Conclusions

1. The newly developed approach based on the Euler-equivalent equations, and the full potential-equivalent equations as well, in a stream function coordinate system, is able to simulate transonic flows past two dimensional airfoils. The embedded shock waves in supercritical flows can be captured automatically in the process of iterations. The calculated results compare well with existing experimental data and other computations.

2. The Euler-equivalent equations in stream function coordinates consist of a main equation for the corresponding main variable, streamline ordinate \( y \), and a secondary equation for the secondary variable, density \( \rho \), and an equation for the vorticity \( \omega \). These three equations are coupled together and must be solved simultaneously or iteratively. In the full potential-equivalent equations, only two equations are used: one is for \( y \) and the other for \( R \), the generalized density.

3. The main equation for \( y \) is a second order nonlinear partial differential equation which is solved by SLOR using type-dependent (TD) differencing plus shock point operator (SPO). The shock point operator is a crucial tool to capture the embedded shock waves.

4. The secondary equation for \( \rho \) in the Euler formulation, or for \( R \) in the full potential formulation, is a first order partial differential equation. For analysis problems, it is solved horizontally and marched vertically from far field boundaries to the airfoil. For the full potential design problem, the secondary equation for \( R \) is solved vertically and marched horizontally. In any case, the Crank-Nicolson scheme is effective in solving these equations.

5. Most existing transonic codes require grid generation which takes a significant proportion of the CPU time and the storage requirements. This time-consuming step is completely avoided in the present approach because a single set of equations plays the double role of grid generation and governing the flow.

6. For analysis problems, all boundary conditions are Dirichlet which are easy to
implement.

7. For design problems, the airfoil contour can be obtained in a non-iterative manner because the airfoil shape is a part of the solution of the main equation.

8. The method used for calculation of the density is advantageous. Traditionally, the algebraic Bernoulli equation is solved for \( \rho \), but the classic double-density problem is very difficult to handle. This difficulty is successfully overcome by marching the first order density equation.

9. The approach can be extended to handle a variety of flows, such as axisymmetric flow, unsteady flow, viscous flow, internal flow and so on. Some other streamwise coordinate systems each of which has its own advantages, can also be applied to solve the proposed problems.

10. The approach has some limitations. First of all, a very important property of the Euler equations in Cartesian coordinates, i.e. the homogeneous property, is destroyed after the von Mises transformation so that the opportunity to apply some current Euler solver techniques seems to be lost. In addition, if the flow is supercritical, the convergence is slow. Some possible ways to overcome this difficulty may be to employ the multi-grid method, the preconditioned conjugate gradient method, the implementation of a direct solver for the system of algebraic equations, and so on.
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Fig. 4-1a  Physical Plane

\[
\psi(x, y) = y \cos \alpha - x \sin \alpha + \frac{\Gamma}{2\pi} \ln \left( \frac{x^2 + (1 - M_\infty^2)y^2}{x_{LE}^2 + (1 - M_\infty^2)y^2} \right)
\]
Fig. 4-1b Computational Plane

\[ y(x, \psi) = \frac{\psi}{\cos \alpha} + x \tan \alpha - \frac{\Gamma}{2\pi \cos \alpha} \ln \left\{ x^2 + (1 - M_\infty^2)[y(x, \psi)]^2 \right\} \]
Fig. 4-2a y Equation Sweeping

$$ (y_\psi^2 - Z_1)y_{zz} - 2y_zy_\psi y_{z\psi} + (1 + y_z^2)y_{\psi\psi} = Z_2 $$
Fig. 4-2b Density Equation Marching

\[ y_2 y^2 \rho_x - y_\psi (1 + y^2) \rho_\psi = (Z_1 y_{zz} + Z_3) \rho \]
Fig. 4-3  Computational Flow Chart

Start

Initialize: \( y, \rho, \omega \)

Impose: B.C.

Relax: \( y \)

\[ \Delta y < \varepsilon_y \]

March: \( \rho \)

\[ \Delta \rho < \varepsilon_\rho \]

Calculate: \( \omega, \Delta V_{TE} \)

\[ \Delta V_{TE} < \varepsilon_v \]

\[ C_p = 2\left(\rho - \frac{1}{\gamma M_{\infty}^2}\right) \]

\[ \Gamma^{(n+1)} = \Gamma^{(n)} + \beta_0 \Delta V_{TE} \]

Output
Fig. 5-1 Shock Jump Condition

\[ u^- = V^- \cos \alpha^- \]
\[ v^- = V^- \sin \alpha^- \]
\[ V_n^- = V^- \sin(\beta - \alpha^-) \]
\[ V_t^- = V^- \cos(\beta - \alpha^-) \]

\[ u^+ = V^+ \cos \alpha^+ \]
\[ v^+ = V^+ \sin \alpha^+ \]
\[ V_n^+ = V^+ \sin(\beta - \alpha^+) \]
\[ V_t^+ = V^+ \cos(\beta - \alpha^+) \]
Fig. 5-2 Shock Point Operator

\[(y_{zx})_{i,j} = \frac{1}{\Delta x^2} (y_{i+1,j} - y_{i,j} - \mu_j y_{i-1,j} + \mu_j y_{i-2,j})\]

\[(y_{zx})_{i,j} = \frac{1}{4\Delta x \Delta \psi} (y_{i+1,j+1} - y_{i+1,j-1} + y_{i,j+1} - y_{i,j-1} - 3y_{i-1,j+1} + 3y_{i-1,j-1} + y_{i-2,j+1} - y_{i-2,j-1})\]
Fig. 7-1 Cp Comparison (1)
NACA 0012, \( \alpha = 0 \)
\( M = 0.703 \)
Fig. 7-2 Cp Comparison (2)
NACA 0012, $\alpha = 0$
$M = 0.803$
FIG. 7-3  Cp Comparison (3)
NACA 0012, \( \alpha = 0 \)
\( M = 0.835 \)
FIG. 7-4 Different Set of Variables (1)
NACA 0012, M=0.490, α=0

(\( y-R \)) Set:

\[
(y_\psi^2 - \frac{M_\infty^2}{R})y_{xx} - 2yx_\psi y_{x\psi} + (1 + y_\psi^2)y_{\psi\psi} = 0 \tag{3-24}
\]

\[
y_x y_\psi^2 R_x - y_\psi (1 + y_\psi^2) R_\psi = (\gamma + 1) M_\infty^2 y_{xx} \tag{3-25}
\]
Fig. 7-5 Different Set of Variables (2)
NACA 0012, $M=0.502$, $\alpha=0$

\[ R_x = \frac{\gamma + 1}{2} M_{\infty}^2 \left( \frac{1 + y_x^2}{y_x^2} \right) \sqrt{\frac{M_{\infty}^2}{R} \frac{1 + y_x^2}{y_x^2} - 1} \]  

(3-31a)
FIG. 7-6 Different Set of Variables (3)
NACA 0012, M=0.490, \( \alpha = 0 \)

2nd order PDE for \( R \):

\[
(y^2 - \frac{M^2}{R}) R_{xx} - 2y_x y_{\psi} R_{x\psi} + (1 + y_x^2) R_{\psi\psi} = 0
\]

(3-34)
FIG. 7-7 Different Set of Variables (4)
NACA 0012, M=0.693, $\alpha=0$

\[ (y^2 - M^2 \frac{y^2}{1 + y^2_x})y_{xx} - 2y_x y \psi y_{x \psi} + (1 + y^2_x) y_{\psi \psi} = 0 \quad (3-35) \]

\[ (M^2)_z = \frac{M^2(1 + \frac{y^2}{2M^2})}{1 - M^2} \left\{ \ln \left[ \frac{1 + y^2_x}{y^2_{\psi}} \right] \right\}_z \quad (3-36a) \]
FIG. 7-8 Different Set of Variables (5)
NACA 0012, M=0.696, \( \alpha=0 \)

\[
(y_{\psi} - \frac{M_{\infty}^2}{\rho^{\gamma+1}}) y_{xx} - 2y_{xx}y_{\psi}y_{x\psi} + (1 + y_{x}^2)y_{\psi\psi} = 0
\]  
(3-44)

\[
(y_{x}y_{\psi}u)_{x} - [(1 + y_{x}^2)u]_{\psi} = 0
\]  
(3-45)

\[
\rho = \left[1 + \frac{7-1}{2} M_{\infty}^2 [1 - (1 + y_{x}^2)u]^{2}\right]^{\frac{1}{\gamma-1}}
\]  
(3-46)
Fig. 7-9  Convergence History (1)
NACA 0012, Full Potential

Log (error)

M=0.502  M=0.809  M=0.836

Iteration Number
FIG. 7-10  Designed Biconvex(6%) Airfoil

$M = 0.909, \, \alpha = 0$

65x33 grid
FIG. 7-11 Designed NACA 0012 Airfoil (1)

\[ \text{M} = 0.490, \quad \alpha = 0 \]

65x33 grid
FIG. 7-12 Designed NACA 0012 Airfoil (2)

M = 0.803, \( \alpha = 0 \)

81x31 grid
FIG. 8-1  Cp Comparison (1)
NACA 0012, \( \alpha = 0 \)
M=0.490
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- Exp.(Ohman 1979) — Calculated (Euler)
FIG. 8-2  Cp Comparison (2)
NACA 0012, $\alpha = 0$
$M = 0.696$
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axis y line=left,
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\addlegendentry{Exp.(Thibert 1979)}
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\addlegendentry{Calculated (Euler)}
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\end{tikzpicture}
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Fig. 8-3 Cp Comparison (3)
NACA 0012, $\alpha = 0$
$M = 0.758$

\[ C_p \]

$\Delta$ Exp. (Thibert 1979)  Calculated (Euler)
Fig. 8-4 Cp Comparison (4)
NACA 0012, $\alpha = 0$
$M = 0.803$
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Fig. 8-5 Cp Comparison (5)
NACA 0012, $\alpha = 0$
$M=0.814$

![Graph showing Cp comparison with experimental (Ohman 1979) and calculated (Euler) data]
Fig. 8-6  Cp Comparison (6)
NACA 0012, $\alpha=1.25^\circ$
M=0.800

- VivianCAL(1965)  Present CAL(Euler)
FIG. 8-7 Cp Comparison (7)
Biconvex (6%) Airfoil
M=0.840, $\alpha = 0$
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$\Delta$ Exp.(Knetetchel 1959)  \quad \text{Calculated (Euler)}$
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FIG. 8-8  Cp Comparison (8)
Biconvex (6%) Airfoil
M=0.909, \( \alpha = 0 \)
Fig. 8–9  Cp Comparison (9)
NACA 0012, M=0.5
\( \alpha = 0 \)
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Fig. 8-11 Cp Comparison (11)
NACA 0012, M=0.504
$\alpha = 4.06^\circ$
Fig. 8-12  Cp Comparison (12)
NACA 0012, M=0.503
$\alpha=6.05^\circ$
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&\quad \quad \text{Cal.(Euler)}
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Fig. 8-13a  Effect of TD and SPO (a)
NACA 0012, M=0.803, $\alpha=0$
neither TD, nor SPO

$C_p$ vs $x$

- Calculated
- $\triangle$ Exp.(Thibert 1979)
Fig. 8-13b Effect of TD and SPO (b)
NACA 0012, M=0.803, $\alpha = 0$
only TD, no SPO

$-C_p$

$\Delta$ Exp.(Thibert 1979)
Fig. 8-13c Effect Of TD and SPO (c)
NACA 0012, $M=0.803$, $\alpha=0$
TD + relevant SPO
Fig. 8-13d  Effect of TD and SPO (d)
NACA 0012, M=0.803, $\alpha=0$
TD + too much SPO

![Graph showing effect of TD and SPO on pressure coefficient for NACA 0012 at M=0.803 and $\alpha=0$.]
Fig. 8-14a Evolution of Iterations (a)
NACA 0012, M=0.803, α=0
N = 31

- Calculation
- Exp. (Thibert 1979)
Fig. 8-14b Evolution of Iterations (b)
NACA 0012, M=0.803, $\alpha=0$
$N = 67$

![Graph showing the evolution of iterations for NACA 0012 with M=0.803 and $\alpha=0$.](image)

- Calculated
- Exp.(Thibert 1979)
Fig. 8-14c Evolution of Iterations (c)
NACA 0012, M=0.803, $\alpha=0$
$N = 103$

![Graph showing the evolution of iterations for NACA 0012 with M=0.803 and $\alpha=0$. The graph plots $-C_p$ against $x$ with calculated and experimental data.](image_url)
Fig. 8-14d Evolution of Iteration (d)
NACA 0012, M=0.803, α=0
N = 165

\[ -C_p \]

- Calculated
- Exp.(Thibert 1979)
Fig. 8-14e  Evolution of Iterations (e)
NACA 0012, M=0.803, \( \alpha = 0 \)
\( N = 251 \)

- \( C_p \) vs \( x \)

- Calculated
- Exp. (Thibert 1979)
Fig. 8-14f  Evolution of Iterations (f)
NACA 0012, M=0.803, $\alpha=0$
N = 380

\[ -C_p \]
\[ X \]

- Calculated
- Exp.(Thibert 1979)
Fig. 8-14g Evolution of Iteration (g)
NACA 0012, M=0.803, $\alpha=0$
N = 449

- \( C_p \)

- \( x \)

[Graph showing the evolution of iteration for NACA 0012 with M=0.803 and $\alpha=0$.]
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Fig. 8-14h  Evolution of Iterations (h)
NACA 0012, M=0.803, $\alpha=0$
N = 528
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Fig. 8-15  Convergence History (2)
NACA 0012,  Euler

Log (error)
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Fig. 8-16a  Effect of Stretching (1)
NACA 0012, M=0.703, $\alpha'=0$

- $C_p$

Exp.(Thibert 1979)  Calculated (Euler)

Unstretched Coordinates
Fig. 8-16b Effect of Stretching (2)
NACA 0012, $M=0.703$, $\alpha=0$

\begin{figure}
\centering
\includegraphics[width=\textwidth]{figure816b.png}
\caption{Effect of Stretching (2)
NACA 0012, $M=0.703$, $\alpha=0$
\end{figure}

\begin{enumerate}
\item[\triangle] Exp. (Thibert 1979)
\item[\circ] Calculated (Euler)
\end{enumerate}
Fig. 8-17a Effect of Stretching (3)
NACA 0012, M=0.803, $\alpha = 0$
Fig. 8-17b Effect of Stretching (4)
NACA 0012, M=0.803, $\alpha'=0$

\[ \frac{C_p}{C_p^*} \]

$\triangle$ Exp.(Thibert 1978)  $\circ$ Calculated (Euler)

Stretched Coordinates
Fig. 9-1 Multi-Value Problem
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$x = x_0$

$\psi = \psi_1$

$\psi = 0$

$\psi = \psi_{-1}$
Fig. 9-2 Curvilinear Coordinates \((s, \psi)\)
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