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Abstract

Recent research has clearly established that holding-time-aware routing and wavelength assignment (RWA) schemes lead to significant improvements in resource utilization for scheduled traffic. By exploiting the knowledge of the demand holding times, this thesis proposes new traffic grooming techniques to achieve more efficient resource utilization with the goal of minimizing resources such as bandwidth, wavelength channels, transceivers, and energy consumption. This thesis also introduces a new model, the segmented sliding window model, where a demand may be decomposed into two or more components and each component can be sent separately. This technique is suitable for applications where continuous data transmission is not strictly required such as large file transfers for grid computing. Integer linear program (ILP) formulations and an efficient heuristic are put forward for resource allocation under the proposed segmented sliding window model. It is shown that the proposed model can lead to significantly higher throughput, even over existing holding-time-aware models.
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Chapter 1

Introduction

1.1 Optical Networks

Wavelength division multiplexing (WDM) optical networks are widely used for high capacity backbone networks due to their ability to carry large volumes of data with a high degree of reliability and at a relatively low cost [1]. In such networks, the end-to-end optical communication channels called lightpaths [2] can be overlaid on top of a physical fiber network. A lightpath connects a transmitter at a source end-node to a receiver at a destination end-node with no opto-electronic conversion at any intermediate nodes. The set of lightpaths, established over the physical fiber links, constitute the edges in a virtual (or logical) topology. A logical edge, \( e_i \rightarrow e_j \), is a directed link in the logical topology if there is a lightpath from end-node \( e_i \) to end-node \( e_j \).
Figure 1.1 shows the physical topology of a small-size optical network with four end-nodes and four router nodes represented by circles and rectangles, respectively. Router nodes receive signal from a source node or other router nodes and forward them to the destination node or next router node in a route. Here, solid lines represent fiber links and directed dashed lines represent lightpaths established over the physical topology. For example, lightpath $L_1$ can be used to send data from end-node $E_1$ to $E_3$. It starts from source node $E_1$, passes through router nodes $R_1$, $R_2$, $R_3$, and finally reaches the destination node $E_3$. Figure 1.2 shows the logical topology corresponding to the lightpaths shown in Fig. 1.1. For example, logical edge $1 \rightarrow 3$ represents lightpath $L_1$.

Each lightpath must be assigned a route over the physical network and a specific channel on each fiber link it traverses. This is the standard *routing and wavelength assignment* (RWA) [3] problem. In wavelength convertible networks, a lightpath can be assigned a different channel on each fiber it traverses. However, full range all-optical wavelength conversion is generally not feasible due to both cost and technological restrictions. Therefore, most practical networks do not assume wavelength conversion capabilities. In the absence of wavelength converters, a lightpath must be assigned the same channel on all links in the route. This is called the *wavelength continuity constraint*. In Fig. 1.2, lightpath $L_1$ is routed over fiber links $1 \rightarrow 0$ and $0 \rightarrow 3$, and assigned channel 2 for data transmission.
Figure 1.1: Some lightpaths on a physical topology.

Figure 1.2: Logical topology corresponding to the lightpaths shown in Fig. 1.1.
Compared to the huge bandwidth of a lightpath (2.5 Gbps to over 10 Gbps), individual requests for connections are typically for data streams at a much lower data communication rate, of the order of mega-bits per second (Mbps). This tremendous mismatch between the capacity of individual lightpaths and the bandwidth requirements of individual traffic demands has led to the emergence of traffic grooming techniques. Traffic grooming techniques in WDM networks can be defined as a family of techniques for combining a number of low-speed data streams from users so that the high capacity of each lightpath may be used as efficiently as possible [4]. The complete logical topology design and traffic grooming problem has the following subproblems that have to be solved simultaneously for optimizing the network cost or the resource utilization [5]: i) topology design (TD): find the logical topology of the network, ii) route and wavelength assignment (RWA): ensure that a feasible RWA, to realize each logical edge, is possible, and iii) traffic routing (TR): decide which logical path(s) should be used for each data stream so that the total payload of each edge in the logical topology never exceeds the capacity of a lightpath.

1.2 Traffic Models

In general, traffic models can be classified into three categories including static [3], dynamic [6] – [8], and scheduled traffic models [9, 10]. In the static traffic model, the set of lightpaths to be established is known in advance and relatively stable over long periods of time. A single traffic matrix can be formed as an input for offline
planning problems under this model. The *dynamic* traffic model considers online provisioning where the arrival time and duration of demands are randomly generated based on a specified distribution. A number of algorithms for dynamic allocation are available in the literature [6] - [8], and typically focus on decreasing the demand blocking probability. The *scheduled traffic model* is suitable for applications that require periodic use of bandwidth (e.g. on a daily or weekly basis) at predefined times such as database backup or on-line class. In this model, setup and teardown times of the demands may be known exactly, or may vary within a specific range, so resource allocation can be optimized in both space and time.

In the *fixed-window* scheduled traffic model [9], the setup and teardown times of each scheduled lightpath demand are predetermined and known in advance. An individual demand can be represented by a tuple \((s, d, b, st, et)\), where \(s\) and \(d\) are the source and destination, \(b\) represents the requested bandwidth for the demand, and \(st, et\) are the setup and teardown times of the demand, respectively. The *sliding-window* scheduled traffic model [10] adds another degree of flexibility by allowing demands to be reserved within a larger time window. In this case, the demand setup and teardown times \((st\ and\ et)\) are no longer fixed, but can vary within a specific range. So, each demand is represented as \((s, d, b, \alpha, \omega, \tau)\), where \(s, d\ and\ b\ have\ the\ same\ meaning\ as\ before, \alpha, \omega\ are\ the\ start\ and\ end\ times\ of\ the\ larger\ window\ during\ which\ the\ demand\ is\ to\ be\ scheduled,\ and\ \tau\ is\ the\ demand\ holding\ time.\)
1.3 Problem Statement and Solution Outline

By exploiting the knowledge of the demand holding times, this thesis proposes new traffic grooming techniques to achieve more efficient resource utilization with the goal of minimizing resources such as bandwidth, wavelength channels, transceivers, and energy consumption. This thesis also introduces a new model, the segmented sliding window model [11], where a scheduled demand may be decomposed into two or more components and each component can be sent separately. It adds another degree of flexibility to the existing sliding window model, which can lead to significantly higher throughput, even over existing holding-time-aware (HTA) models.

1.3.1 Virtual Topology Design under the Scheduled Traffic Model

In this thesis, we consider the scheduled traffic model, where there is a specified set of periodic sub-wavelength demands to be routed over the network. Unlike the static model, the demands are not permanent, but have a specified duration. However, since the demands are periodic and predictable, resource allocation decisions can be made for the entire demand set in an integrated manner to improve network performance. For such periodic traffic, one option that has been suggested in the literature is to establish lightpaths as needed. In this model, low-speed traffic demands can be routed over already established lightpaths, or additional new lightpath(s) may be created to accommodate a demand. As the demands change over time, a lightpath
that is no longer needed can be taken down and its resources allocated elsewhere. In essence, this approach uses a sequence of logical topologies, which change over time based on the offered traffic pattern. This offers a degree of flexibility in terms of the re-use of transceivers at the end-nodes and wavelength links on fibers, which can lead to some potential savings in terms of these resources. However, this comes at the cost of requiring the use of more expensive reconfigurable switching equipment at the network nodes. Skorin-Kapov et al. [12] show that even though the use of reconfigurable switches might lead to a slight reduction in the number of transceivers, it does not appear to be cost-effective when the increased cost of the switching equipment is taken into consideration. A more cost-effective alternative is to design a stable or static virtual topology that does not change over time, but is capable of handling all traffic variations over time [13]. This approach has a number of important advantages as given below:

- it can be realized using less costly non-reconfigurable equipment,
- a stable topology avoids short (but potentially significant) disruptions to ongoing traffic, during topology changes, and
- it does not incur increased signaling complexity due to dynamic setup and teardown of lightpaths.

In this thesis we focus on the second alternative of designing a static virtual topology that can handle periodic, multi-hour traffic demands. In this context, it is extremely important that the final static logical topology is implemented as efficiently
as possible, so it can accommodate all traffic demands with a minimum amount of resources. We address the complete problem of survivable traffic grooming under the scheduled traffic model in WDM networks and propose three integer linear program (ILP) formulations to solve this problem optimally [14]. It is well-known the complexity of an ILP is, in general, exponential and heavily dependent on the number of integer variables. As a result, most of the existing ILP formulations for traffic grooming and topology design can only handle very small networks with a small number of traffic demands. However, one of the important features of our proposed ILP formulations is that we employ novel techniques to develop efficient formulations that can generate optimal solutions to practical sized problems. For example, we have used special constraints that allow continuous variables to replace integer variables in certain cases. This reduces the number of integer variables and, hence, the overall complexity of the formulation. Furthermore, to the best of our knowledge this is the first approach that jointly considers survivable network design, traffic grooming and RWA problem for scheduled sub-wavelength demands.

### 1.3.2 Energy Efficient Design for Optical Networks

The tremendous growth in high-bandwidth applications and devices used in backbone networks has led to a corresponding increase in power consumption. In fact, a number of researchers predict that “energy consumption rather than the cost of the component equipment may eventually become the barrier to continued growth” [15].
Therefore, it is becoming increasingly important to design networks that consider effective use of the available power in addition to other resources such as bandwidth, wavelength channels, transceivers etc. For core networks, it has been established that optical processing is cheaper than electronic processing in terms of power consumption [16]. Therefore, WDM networks can play an important role in reducing energy consumption of core network nodes by allowing traffic to optically bypass electronic components whenever possible. Even considering its lower power cost (compared to electronic processing) it is important to develop robust energy-efficient design strategies for optical networks in order to meet the expected growth in demand and rising energy costs in the near future [15]. Many different approaches have been considered for reducing power consumption in WDM networks including switching off line cards [16, 17], or even entire links or nodes [18, 19].

The energy consumption for a group of demands routed over a given logical topology (a set of lightpaths) can be estimated using the model given in [20]. In this model, the total power consumption is expressed as:

$$P_{total} = \sum_{l \in L} (P_{static} + P_{dynamic} \cdot t_l)$$  \hspace{1cm} (1.1)

where \(L\) is the set of active lightpaths, \(P_{static}\) corresponds to the static power consumption for a lightpath \(l \in L\), \(P_{dynamic}\) is the additional power needed for each traffic unit carried on a lightpath \(l\), and \(t_l\) is the traffic on \(l\). Static power consumption is reduced by routing sub-wavelength traffic demands in a way that minimizes the
number of active router ports (corresponding to active lightpaths carrying some non-zero traffic). Dynamic power consumption is reduced by minimizing the amount of electronic switching required for each demand. It has been well established that the static consumption is the dominant component of the total power in Eq. (1.1) [20]. Therefore, power consumption can be greatly reduced by turning off the transponders/line cards corresponding to a lightpath, when it is not carrying any traffic.

A number of recent papers [19] – [22] have considered route and wavelength assignment (RWA) and traffic grooming with the goal of reducing energy consumption. Our approach differs from all these existing schemes, in that we consider applications with periodic bandwidth demands and show how consideration of demand holding times can play an important part in reducing the overall energy consumption of a network.

In this thesis, we address the problem of energy efficient routing and scheduling of periodic demands, which to our knowledge has not been considered previously, and propose a new technique for energy aware resource allocation of such demands [23]. We first present two new ILP formulations that can optimally route a single new demand under fixed and sliding window models in such a way as to minimize the incremental energy consumption due to the new demand, based on its holding time and bandwidth requirement. We then extend this concept and propose a simple and efficient heuristic algorithm that jointly allocates resources to a set of scheduled
demands in such a way that the total static and dynamic power consumption, for the entire demand set, is reduced as much as possible.

1.3.3 Advantages of the Segmented Scheduled Traffic Model

For both the traditional fixed and sliding window models, once transmission of a demand starts, it continues uninterrupted until all data have been transmitted. We will refer to this model as the *continuous* scheduled traffic model. Such a model can be appropriate for applications such as a daily “virtual classroom”, where bandwidth is required continuously for several hours as long as the class is “in session”. However, there are many applications where such continuous data transmission is not strictly required. These include some file transfers for grid computing or an application where a bank has to transfer its data nightly to a central location, where the actual data transfer requires one scheduled lightpath for one hour and must be completed some time between 1am and 4am. In these cases it is not necessary to send the data continuously; instead the data may be divided into several smaller components and each component sent separately as long as the entire data are transferred within the specified time window between 1am and 4am. We will refer to this type of data transmission model as the *segmented* scheduled traffic model.

In this thesis, we propose a new traffic model called the *segmented scheduled traffic model*, which can lead to more efficient network design [11]. The advantages of the segmented scheduled traffic model are illustrated by the example in Fig. 1.3. We
consider a single fiber link and for simplicity, we assume that the link can accommodate only one WDM channel. We also consider two demands $q_1$ and $q_2$, where $q_1$ ($q_2$) requires the entire WDM channel for 2 hours (3 hours), within time window 1 - 4 (0 -5). Clearly, under the continuous sliding window model, it will not be possible to accommodate both of these demands. However, as shown in Fig. 1.3(b), both demands can be easily handled using the segmented scheduled traffic model by dividing $q_2$ into two components $q_{2-1}$ and $q_{2-2}$ respectively.

![Figure 1.3: An example of demand scheduling under (a) the sliding window and (b) the segmented scheduled traffic model.](image-url)
In addition to the usual RWA issues involved in scheduling lightpath demands, design strategies under the segmented scheduled traffic model also need to take into consideration a number of other important factors such as: i) which demands (if any) should be divided into segments, ii) the number and sizes of the segments for each demand, and iii) how to schedule the individual segments to optimize resource utilization. Therefore, resource allocation under this new model can be viewed as a complex optimization problem.

To the best of our knowledge, such a model for scheduling and allocating resource to static advance reservation requests has not been used previously. We present an ILP formulation for resource allocation under the proposed segmented sliding window model and show that both the fixed and the traditional sliding window models can be treated as a special case of our generalized segmented sliding window model. We consider networks both with and without wavelength converters, and include the option of path protection for each lightpath. We also present an efficient heuristic that can be used for larger networks with many scheduled demands.

### 1.4 Thesis Organization

The remainder of this thesis is organized as follows. Chapter 2 reviews the scheduled traffic model and traffic grooming techniques as well as energy aware design strategies in optical networks. Chapter 3 presents our ILP formulations for
optimal topology design with traffic grooming under the fixed-window scheduled traffic model. Chapter 4 presents ILP formulations and a heuristic for power efficient grooming of both fixed and sliding demands. In Chapter 5, ILP formulations and an efficient heuristic are put forward for resource allocation under the proposed segmented sliding window model. Finally, we conclude the thesis with a summary of the original contributions and directions of the future work in Chapter 6.
2.1 Scheduled Traffic Models

There has recently been significant work in resource allocation under the scheduled traffic model [9, 10, 12], [24] - [35], and it has been shown that connection holding-time-aware approaches consistently outperform traditional RWA algorithms for scheduled lightpath demands [24]. Kuri et al. [9] appear to be the first to propose a scheduled traffic model to handle fixed scheduled lightpath demands. They present a branch and bound algorithm and a tabu search based algorithm to solve the routing problem in fault-free networks. A generalized graph coloring approach is used to solve the wavelength assignment problem separately. Skorin-Kapov [25] improves the Tabu search based routing algorithm proposed in [9]. Instead of relying on randomized neighbourhood search, the author develops a neighbourhood reduction technique to reduce the search space significantly. Wang et al. [26] present ILP formulations under the fixed window model for fault-tolerant WDM networks that allow full wavelength
conversion capabilities at the network nodes. Heuristic solutions for the same problem have been presented in [26] – [29]. For large-size networks, Wang et al. [26] design a two-step optimization approach to handle the routing and wavelength assignment problems separately. For each demand, Eppstein’s $k$-shortest path algorithm is used to pre-compute a set of routes as its working path candidates. For each of the working paths, the algorithm is further employed to identify a set of link-disjoint protection paths. The routing information serves as the input to the wavelength assignment step. Jaekel and Chen [30] propose two levels of service, where idle backup resources can be used to carry low-priority traffic under fault-free conditions. When a fault occurs, and resources for a backup path need to be reclaimed, any low-priority traffic on the affected channels is dropped. Skorin-Kapov et al. [12] propose mixed integer linear program (MILP) formulations and a tabu search heuristic approach to solve the problem of the logical topology design in transparent optical networks under the fixed scheduled traffic model with reconfigurable and non-reconfigurable equipment. The objective is to minimize the network cost in terms of the number of transceivers needed.

The fixed window traffic model can be extended so that the setup and teardown times are no longer fixed, but slide within a larger window [10, 31]. This is referred to as the sliding scheduled traffic model. Figure 2.1 shows that the sliding scheduled traffic model can lead to additional savings over the fixed window model by reducing demand overlap and increasing reuse of resources by time-disjoint demands. Similar to the scheduling example given in Fig. 1.3, we consider a single fiber link and assume
that the link can accommodate only one WDM channel. Demand \( q_1 \) (\( q_2 \)) that requires the entire WDM channel for 3 hours (4 hours) is to be routed on this link starting from 2am (3am). Under the fixed window scheduled traffic model, these two demands cannot be handled due to the overlap between 3am and 5am as shown in Fig. 2.1(a).

On the other hand, under the sliding scheduled traffic model, if demands \( q_1 \) and \( q_2 \) are allowed to be routed within a time window between 1am and 6am and between 2am and 8am, respectively, as shown in Fig. 2.1(b), both demands can be accommodated by setting actual start time \( st_1 \) (\( st_2 \)) of the demand \( q_1 \) (\( q_2 \)) to 1am (4am).

Figure 2.1: An example of demand scheduling under (a) the fixed window and (b) the sliding window scheduled traffic model.
The sliding scheduled traffic model provides us with more flexibility, but is also more complex. It simultaneously addresses scheduling demands in time to minimize demand overlap and allocating resources to lightpaths, and has typically been handled using heuristics in the literature [10, 31, 33]. Wang et al. [10] provide a heuristic algorithm for the demand scheduling and RWA problem with sliding demands in a fault-free network. The objective is to minimize the network resources in terms of the total number of wavelength-links needed for accommodating all scheduled lightpath demands. The authors concentrate on two sub-problems:

i) first, a demand time conflict reduction algorithm is used to schedule demands in such a way that the time overlapping among a set of demands is minimized,

ii) once this is completed, the problem is reduced to a fixed window scheduled traffic model. Two algorithms, a window based RWA algorithm and a traffic matrix based RWA algorithm, are used to solve the RWA problem separately.

Furthermore, the authors consider how to rearrange a blocked demand by setting a new start time with a minimal change to the current schedule.

Su et al. [31] investigate the relationship between the wavelength efficiency and the time flexibility of the scheduled demands. Andrei et al. [32] provide an integrated approach based on Lagrangean relaxation, which can jointly solve the problems of scheduling and RWA in fault-free WDM networks under the sliding scheduled traffic
model. Saradhi et al. [33] propose a two-step heuristic to solve the RWA problem in survivable wavelength continuous networks under the sliding scheduled traffic model. First, a time conflict resolving window division algorithm is used to divide the demands into fixed-length time-independent windows. Then two RWA algorithms, Shortest Path Based RWA and Virtual Wavelength Graph Based RWA, are proposed to perform the RWA on the scheduled demand set. Jaekel and Chen [34] present ILP formulations for optimal design of survivable WDM networks, both with and without wavelength conversion capabilities, under the sliding scheduled traffic model. They consider both dedicated and shared path protection and jointly optimize the problem of scheduling the demands (in time) and allocating resources for the scheduled lightpaths. A two-step optimization process is also presented for larger networks. Andrei et al. [35] use light-trees to provision sub-wavelength multicast requests with flexible time scheduling over WDM optical networks.

Charbonneau and Vokkarane [36] provide a comprehensive survey on advance reservation (AR). Based on the knowledge of the start time and the duration of a demand, they classify AR into four categories, STSD (with the known start time and duration), UTSD (with uncertain start time and known duration and deadline), STUD (with known start time and uncertain duration), and UTUD (with uncertain start time and uncertain duration). STSD can be further divided into fixed and flexible window models. Our research falls within the scope of STSD. They also discuss various existing approaches, frameworks, and architectures that support AR applications.
In all of the above papers, once transmission of a demand starts, it continues until all data have been transmitted. Our approach differs from these existing techniques in that the data may be sent in non-consecutive intervals, if needed. In this thesis, we consider static advance reservation requests. Vokkarane et al. [37] – [41] focus on the dynamic traffic with a known duration and fixed or flexible start times. They solve the RWA problem using the lightpath segmentation and switching technique where a connection is allowed to be switched to another lightpath during different time slots.

The problem discussed in Chapter 5 has some similarities to the task-scheduling problem for parallel processing systems [42, 43], where a scheduled-lightpath-demand may be considered as a “task”. Real time scheduling approaches commonly use the concept of priority to resolve contention for resources like processors and communication channels. Priorities are assigned to tasks by some policies. In fixed-priority scheduling, all jobs in a task have the same priority [43] – [45]. In dynamic-priority scheduling, priorities are assigned to individual jobs. The most commonly used algorithms for dynamic-priority scheduling are based on the Earliest-Deadline-First concept [43, 46]. Scheduling schemes can also be preemptive [42, 47] or non-preemptive [48] – [52]. A preemptive scheme allows a higher priority task to interrupt a lower priority task while a non-preemptive scheme does not permit this preemption.

Our approach focuses on the allocation of network resources, where the primary goal is to avoid contention, rather than resolving contention using priority. Furthermore, in the traditional task scheduling problem, the availability of the processors can usually be considered independently of each other. In other words, if a
processor P1 is “busy” processing a job $j_1$, this normally does not affect the availability of another processor P2 for a different job $j_2$. In our model, however, the routing constraints on lightpaths (e.g. wavelength continuity constraint) typically result in complex dependencies for resource availability. For example, if a WDM channel $\lambda_1$ (considered as a resource to be allocated) is occupied on the incoming links to a node, the same channel on any outgoing link becomes “unavailable” for all other demands, even if the channel is actually free on those links.

We also note that there has been some recent research on optical grid networks that consider scheduling of both processors and network resources concurrently [53] – [55], but all these approaches consider the traditional continuous traffic model.

### 2.2 Traffic Grooming

Traffic grooming techniques are used to combine low-speed data streams onto high-speed lightpaths with the objective of minimizing the network cost, or maximizing the network throughput. Traffic grooming can use either the bifurcated model or the non-bifurcated model. In the non-bifurcated (bifurcated) model, each user data stream is communicated using a single (one or more) logical path(s) from the source of the data stream to its destination. The bifurcated model allows more efficient use of network resources, but the non-bifurcated model has a number of technological advantages [56]. In this thesis, we adopt the non-bifurcated model.
For static traffic grooming, it is assumed that the set of low-speed traffic demands is known beforehand and is persistent throughout the lifetime of the network. So, there is no opportunity of sharing resources among different demands. A number of ILP formulations for solving the complete traffic grooming problem have been proposed in the literature [56] - [58]. Such formulations quickly become computationally intractable, even for moderate sized networks, and the problem is usually solved by applying heuristics for practical networks.

For dynamic traffic grooming [59], on the other hand, the arrival time of requests are not known ahead of time. Each demand can then be accommodated by i) routing over the logical topology using available bandwidth on the existing lightpaths, or ii) establishing new lightpath(s) if the required resources are available. If an established lightpath is not carrying any traffic, it may be torn down. Since lightpaths are created and/or destroyed in response to the current demand set, the logical topology typically varies with time. Xin et al. [8] propose setting up a static topology a priori and then routing the dynamic requests to minimize blocking probability. This paper considers single-hop routing only.

Although there have been significant interests in traffic grooming techniques for both static and dynamic traffic models, relatively little work has been done in terms of traffic grooming of scheduled demands. Wang et al. [60] propose a number of heuristic algorithms including a customized tabu search scheme to schedule demands in time and allocate resources to lightpaths under the sliding scheduled traffic model. However, this approach does not build a stable logical topology, but requires a
topology that changes based on the traffic demands active at any given time. Lightpaths are established and torn down based on the traffic demands active at any given time.

The _static_ virtual topology design (VTD) problem for periodic low-speed demands has been considered in [61] – [65], and both ILP and heuristic solutions have been proposed. Pavon-Marino et al. [62] present a three-step algorithm to establish a static virtual topology in transparent optical networks for a given set of time-varying traffic demands. To reduce the complexity of the problem, they apply the concept of domination to replace a sequence of traffic matrices for each time interval with a single dominating matrix. Then the logical topology design and traffic routing are performed based on this unique traffic matrix with the objective of minimizing the number of transceivers needed. Agrawal and Medhi [63] solve the same problem and suggest a hybrid objective function that combines the benefit of minimizing average packet-hop distance, network congestion, and total number of lightpaths. These works typically focus on the topology design and grooming aspects (without RWA), and have not addressed survivability of the demands. Ricciato and Salsano [64] consider the offline planning at both packet and optical layers consisting of mapping a set of lightpaths onto the physical topology and mapping packet switched traffic over the logical topology with fixed flow routing. Aparicio-Pardo et al. [65] study the trade-offs between transceiver cost reduction and increased reconfiguration frequency in optical networks with/without reconfigurable switching equipment. Through the exhaustive experimental results, they claim that an advantageous tradeoff between the
two costs can be achieved by allowing a limited amount of reconfiguration [65]. The aforementioned papers all focus on fault-free networks, and do not consider protection of lightpaths.

The survivable traffic grooming problem for WDM optical networks has been addressed in [7], [66] - [68]. Survivability can be achieved at the lightpath level by using standard dedicated path protection (DPP) or shared path protection (SPP) techniques. Path protection schemes establish two lightpaths, a primary (or working) path and an edge-disjoint backup (or protection) path, for each logical edge. If a link on a primary path fails, the traffic will be automatically redirected to the pre-assigned backup path. In SPP, resources allocated to a protection path can be shared with other protection paths if the corresponding primary paths are edge-disjoint. This is called backup multiplexing. The backup multiplexing is illustrated in Fig. 2.2. We can see that primary path 1 (P1: 1 → 2 → 3 → 6) and primary path 2 (P2: 4 → 2) do not have any common edge. Under the single link failure scenario, the data flow carried by P1 and P2 will not be interrupted by a failed link at the same time. So we can assign wavelength 1 (λ1) for both backup path 1 (B1: 1 → 4 → 5 → 6) and backup path 2 (B2: 4 → 5 → 3 → 2) on their common link 4 → 5.
In dedicated protection, such sharing is not allowed. This leads to a simpler implementation at the cost of using additional resources. B1 and B2 have to be assigned to different channels since they both include link 4 \( \rightarrow \) 5 in their route. As shown in Fig. 2.3, wavelength 1 (\( \lambda_1 \)) is reserved for B1 and wavelength 2 (\( \lambda_2 \)) is used for B2. Clearly, backup resource sharing achieves better network utilization than dedicated path protection.
Heuristic grooming algorithms for solving the problem of survivable connections under various failures, such as fiber cut and duct cut, have been studied in [66, 67], under the general shared risk link group diverse routing constraints. Yao and Ramamurthy [66] consider static traffic and focus on the problem with protection at the sub-wavelength connection level, whereas path protection at the lightpath level has been considered in [67]. They also outline ILP formulations to generate optimal solutions for very small networks with a limited number of requests, which were mainly used to validate the results of the proposed heuristics. Jaekel et al. [68] propose an efficient ILP formulation for the complete survivable traffic grooming problem including topology design, traffic routing, and routing and wavelength assignment.
using both dedicated and shared protection at the lightpath level. However, this approach is for static grooming and does not consider scheduled demands. Ou et al. [7] focus on different frameworks for protecting low-speed connections against single link failures in WDM grooming networks. In this study, they propose three approaches for the protection of connections, namely, the protection-at-lightpath (PAL), mixed protection-at-connection (MPAC), and separate protection-at-connection (SPAC) levels. They provide a qualitative comparison among these methods and shown that, for both shared and dedicated protection, SPAC performs better with a sufficient number of grooming ports, and PAL performs better with a small to moderate number of such ports. In this thesis, we use PAL because the primary goal is to build a “stable” logical topology, i.e. we do not want the topology to keep changing as the short-lived sub-wavelength connections are established and torn down.

2.3 Energy Aware Resource Allocation

Energy aware design for wireless communication is a well established discipline, but research on energy efficient optical network design is only starting to receive increased research attention. In the past decade, the rapid growth in high-bandwidth applications, such as Video-on-Demand and online media sharing, has given rise to a corresponding increase in energy consumption of the network equipment [69]. Researchers have realized the importance of designing energy-efficient green networks to better utilize the available power and consequently reduce the network
operational cost. For example, for a mid-size country, a 1% improvement of the total energy consumption can lead to a reduction of 5 billion US dollars per year in electricity cost [15]. Therefore, it is necessary to develop robust optimization strategies for the design of energy-efficient core networks. The typical approach is to switch off some network components during low traffic periods [16] – [18].

Some recent works have proposed a new cost model to estimate energy consumption [70], as well as new architectures for minimizing energy consumption [71]. Detailed power models for energy consumption in optical networks are proposed in [72] and [73]. Musumeci et al. [72] consider power consumption of IP routes, transponders, and MEMS-based optical switching for IP-over-WDM networks. Heddeghem et al. [73] propose an analytical power consumption model for various network layers. These comprehensive power models take into account different factors such as power consumption of inline amplifiers, signal regeneration, and optical switching, which become relevant when performing RWA of lightpaths over a physical fiber network. In our proposed approach, we assume that the logical topology (and corresponding RWA) is known, and we simply switch off the main power consumption components at the interfaces of the (inactive) lightpaths. For this scenario, the simplified model in [20] is more appropriate, and we use this model in our formulations.

Gupta and Singh [69] present the idea of putting network interfaces and components to sleep in order to reduce the energy consumption in Internet systems. This concept is also used in [17] to reduce energy consumption by rerouting IP traffic.
Muhammad et al. [74] advocate that only network devices deployed for protection paths can be put in the sleep mode. Cavdar et al. [75] study the trade-off between energy-efficiency and survivability. They implement shared path protection against single-link failures and assume that only the devices reserved for backup paths can be switched off in fault-free scenarios. When a failure occurs, the corresponding backup resources need to be reactivated in a short time. They propose a hybrid objective function that minimizes both the total power consumption and the capacity consumption in terms of the number of wavelength-links. They observe that up to 40% saving in energy consumption can be achieved with a small increase of capacity consumption [75].

Chabarek et al. [16] formulate a generic model for router power consumption to exploit the power-awareness in network design and dynamic routing. Traffic flows on the low utilization links are allowed to be rerouted to an alternate path in order to minimize the number of active line cards. Orgerie et al. [76] develop an energy-efficient framework for Bulk Data transfers in dedicated networks with advance reservation. In order to save energy, the proposed framework allows unused network components to be switched off during certain period of time.

Bathula and Elmirghani [19] investigate the relationship between energy and Bit Error Rate (BER) in optical networks, and also propose a power-aware anycasting routing technique and sleep cycle protocols to meet the goal of energy saving. In Split-Incapable optical networks where an incoming signal cannot be split into multiple output ports, a simple way for supporting anycasting demands is to establish a
lightpath between the source node and each selected destination node. However, this approach might lead to inefficient use of network resources. To address this problem, Gadkar et al. [77] create a set of multi-hop logical paths for each manycast request. This routing technique reduces the total number of wavelengths (transponders) required to accommodate a set of static manycast demands and, hence, reduces the total power consumption.

Physical layer impairments in wavelength-routed networks limit the maximum distance a signal can travel in the optical domain without significant distortion. Therefore signal regeneration is required at some intermediate nodes for long-haul lightpaths. Typically, such regeneration involves reshaping, retiming, and reamplification of the signal (known as 3R regeneration), and requires O-E-O conversion at the regeneration site(s). In translucent WDM networks, sparsely located regenerators at certain nodes can be used to offset the impact of physical layer impairments. Xie et al. [78] address the regenerator placement (RP) problem with the objective of minimizing the total energy consumption of the transponders and 3R regenerators. They consider networks with mixed line rates. ILP formulations and energy aware RWA heuristics are proposed for determining the number of regenerators and their locations to support lightpaths that exceed the reachability limit.

Recently, a number of energy aware RWA and traffic grooming options including minimizing the number of active router ports and/or line cards have been proposed [18], [20] - [22], [79, 80]. Huang et al. [21] propose both flow based and interface based formulations for network node power consumption. An ILP formulation and
heuristics are provided to solve the traffic grooming problem with the objective of minimizing the power consumption of router ports. Coiro et al. [18] try to switch off optical links that do not carry any traffic demands as many as possible. If the connections on a link can be rerouted using some alternative paths, the link is powered off and removed from the network topology. Coiro et al. [79] propose an energy aware routing algorithm to minimize the total number of active optical amplifiers in a multi-fiber optical transport network. Chen and Jaekel [22] present an ILP formulation that minimizes both the static and dynamic components of power consumption. However, the ILP formulation becomes computationally intractable for practical networks and is not able to handle larger networks.

Yetginer and Rouskas [20] solve the complete static traffic grooming problem from a power consumption perspective, and show that significant energy saving can be achieved with power efficient grooming. Coiro et al. [80] consider the dynamic traffic scenario, and propose an energy aware routing scheme to improve the energy efficiency by minimizing the number of active optical amplifiers in the network. Scaraficci et al. [81] also investigate the dynamic traffic grooming problem and present an energy aware algorithm for lightpath provisioning in WDM optical networks. When a new traffic request arrives, an auxiliary graph $G(U, L)$ is generated, where $U$ is a subset of end nodes and $L$ represents existing and allocable lightpaths. The power consumption for data transmission is calculated and assigned to each edge as a weight. The goal is to route a new request while minimizing the total power consumption of the network. In order to reduce the search space, they adopt a Zone
Based With Neighbor Expansion algorithm [82] to find available resources for a new request without disrupting the existing data flows. Initially, a searching area, called “zone”, is only a small fraction of the network. If sufficient network resources cannot be found, adjacent nodes are added to the auxiliary graph and the searching process is repeated. The procedure stops until a logical path is found for the new request, or the searching fails after $K$ attempts and the connection is blocked.

The work closest to ours is [83], where Zhang et al. consider energy-efficient holding-time aware traffic grooming techniques. They propose an ILP and time-aware grooming heuristic for the fixed window model only. The approach presented in this thesis, on the other hand, can be applied to both fixed and sliding demands, and jointly performs resource allocation with scheduling (in time).
Chapter 3

Stable Logical Topology Design

In this chapter, we present our ILP formulations for traffic grooming of scheduled demands with fixed setup/teardown times. These approaches can also be used in conjunction with standard dynamic traffic grooming schemes. A stable logical topology capable of supporting the scheduled demands is set up first. Subsequently, if unscheduled demands are presented to the network, they can be accommodated using existing dynamic traffic grooming techniques. The static traffic grooming problem can be treated as a special case of our formulations, where the duration of each demand spans the entire network lifetime. This means that all the demands overlap in time so that resource sharing, among individual demands, is not possible. A preliminary
version of our approach is presented in [84], however it can only handle networks with full wavelength conversion capabilities, and does not consider shared path protection.

We assume that a set of scheduled, low-speed, periodic traffic demands with fixed setup and teardown times are specified as input. The demands are arranged in an increasing order of their start times, and used to partition the entire time period into disjoint intervals. In our scheme, it is quite possible to have multiple demands with the same setup and/or teardown times. Our formulations solve the following sub-problems:

i) Designing a stable logical topology that does not change over time,

ii) Routing and wavelength assignment for each lightpath included in the logical topology,

iii) Combining low-speed traffic demands on to high capacity lightpaths, and

iv) Sharing resources among time-disjoint demands.

The resources being minimized may be at the optical level (e.g. number of transceivers) or at the electronic level (e.g. the amount of electronic switching needed for each demand). The actual resource being minimized depends on the particular objective function used by the ILP (as discussed in Sec. 3.5). Our formulations also take into account resource limitations, such as the number of transmitters and receivers at each node.
3.1 Notation

In our ILP formulations, we will use the following notation for input data:

- $G[N, E]$: A physical fiber network where $N$ is the set of nodes, and $E$ is the set of links.
- $K$: A set of channels that each fiber can accommodate.
- $L$: A set of potential logical edges that may be included in the logical topology.
- $o(l)$ ($e(l)$): Originating (terminating) node for lightpath $l \in L$.
- $T_n$ ($R_n$): Number of transmitters (receivers) available at node $n$.
- $C$: Capacity of a single lightpath in Optical Carrier level notation ($OC-n$). The base rate ($OC-1$) is 51.84Mbps. In this thesis, we have used $C = OC-160$.
- $Q$: A set of scheduled sub-wavelength traffic demands. Each element $q \in Q$ is represented as $(s_q, d_q, b_q, st_q, et_q)$.
- $s_q$ ($d_q$): Source (destination) node of demand $q$.
- $b_q$: Bandwidth requirement of demand $q$ in $OC-n$ notation. We assume that the data rate of the individual demands varies between $OC-3$ to $OC-24$, and is always less than the capacity of a lightpath.
- $st_q$ ($et_q$): Setup (teardown) time of demand $q$.
- $R$: A set of pre-computed edge-disjoint routes, over the physical topology to be considered for RWA, between each ordered pair of end-nodes.
- $J^{s,d,e} = 1$, if and only if the $r^{th}$ route between source $s$ and destination $d$ uses fiber link $e$.

- $i_{\text{max}}$: The total number of disjoint time intervals in the network.

- $I$: The set $\{i_j, 1 \leq j \leq i_{\text{max}}\}$ of time intervals.

- $X_{q,i}$: A parameter given as input to the ILP and set to 1 if demand $q$ is active during interval $i$.

The binary variables required for the ILP are defined as below:

- $p_l = 1$, if and only if logical edge $l$ is included in the logical topology, 0 otherwise.

- $f_{q,l} = 1$, if and only if demand $q$ is routed over logical edge $l$, 0 otherwise.

- $g_{r,l} (h_{r,l}) = 1$, if and only if logical edge $l$ uses the $r^{th}$ route to establish the primary (backup) lightpath, from its source $s$ to destination $d$, 0 otherwise.

- $w_{k,l} (u_{k,l}) = 1$, if and only if channel $k$ is assigned to the primary (backup) lightpath corresponding to logical edge $l$, 0 otherwise.

- $y_q = 1$, if and only if demand $q$ is accommodated, 0 otherwise.

We also define the following continuous variables. These continuous variables function as binary variables in the sense that they can only take on values of 0 or 1. This is accomplished by adding appropriate constraints, which prevent the continuous
variable from taking on any values other than 0 or 1. This approach reduces the number of integer variables and, hence, the overall complexity of the formulation.

- $s_{e,l}$ ($t_{e,l}$) = 1, if and only if logical edge $l$ uses link $e$ on its primary (backup) route, 0 otherwise.
- $\alpha_{e,l}^k$ ($\beta_{e,l}^k$) = 1, if and only if channel $k$ on physical link $e$ is assigned to the primary (backup) lightpath corresponding to logical edge $l$, 0 otherwise.
- $\beta_{e}^k = 1$, if and only if channel $k$ on physical link $e$ is used by one or more backup lightpaths, 0 otherwise.

### 3.2 An ILP for Scheduled Traffic Grooming without Wavelength Conversion Capability (ILP1)

**Minimize**

$$\sum_{l \in L} \sum_{q \in Q} f_{q,l} \cdot b_q$$  \hspace{1cm} (3.1)

Subject to:

a) Flow and capacity constraints:

$$\sum_{l \in \partial(l) = n} f_{q,l} - \sum_{l \in \partial(l) = n} f'_{q,l} = \begin{cases} 1, & \text{if } n = s_q, \\ -1, & \text{if } n = d_q, \\ 0, & \text{otherwise} \end{cases} \quad \forall q \in Q, \forall n \in N \hspace{1cm} (3.2)$$
\[
\sum_{q=0}^{\infty} f_{q,i} \cdot b_{g} \cdot X_{q,i} \leq C \cdot p_{l}, \quad \forall i \in I, \forall l \in L
\]  
(3.3)

b) Transceiver constraints:
\[
\sum_{l \in l(n) = n} p_{l} \leq T_{n}, \quad \forall n \in N
\]  
(3.4)
\[
\sum_{l \in o(l) = n} p_{l} \leq R_{n}, \quad \forall n \in N
\]  
(3.5)

c) RWA constraints:
\[
\sum_{r} g_{r,l} = p_{l}, \quad \forall l \in L
\]  
(3.6)
\[
s_{e,l} = \sum_{r} g_{r,l} \cdot J_{e}^{r}, \forall l \in L, \forall e \in E
\]  
(3.7)
\[
\sum_{k \in k} w_{k,l} = p_{l}, \quad \forall l \in L
\]  
(3.8)
\[
w_{k,l} + s_{e,l} - \alpha_{k,l}^{e} \leq 1 \quad \forall k \in K, \forall e \in E, \forall l \in L
\]  
(3.9)
\[
w_{k,l} \geq \alpha_{k,l}^{e} \quad \forall k \in K, \forall e \in E, \forall l \in L
\]  
(3.10)
\[
s_{e,l} \geq \alpha_{k,l}^{e} \quad \forall k \in K, \forall e \in E, \forall l \in L
\]  
(3.11)
\[
\sum_{l \in L} \alpha_{k,l}^{e} \leq 1 \quad \forall k \in K, \forall e \in E
\]  
(3.12)
The objective function in Eq. (3.1) minimizes the total amount of electronic switching required for all the demands, by minimizing the weighted hop count. The ILP uses the bandwidth requirement of each individual demand as the weight. The weighted hop count refers to the weighted sum of the number of logical edges or lightpaths traversed by each traffic demand. Our formulation designs a static logical topology to accommodate all the demands that are active during each time interval without exceeding the capacity of the lightpaths. Even though the bandwidth requirements vary from one interval to another, our logical topology remains stable for the entire duration. Any available spare capacity can be used to route unscheduled demands arriving at the network using existing dynamic traffic grooming techniques. Clearly, by minimizing the amount of resources (lightpaths) used by each demand, it aims to maximize the total amount of spare capacity available on all the lightpaths.

Constraint (3.2) is the standard flow equation [85], and is used to route each demand over the logical topology, using a single multi-hop logical path, in accordance with the non-bifurcation model used in this thesis.

Capacity constraint (3.3) ensures that there is no flow on a logical edge \( l \) if it is not selected for the logical topology (i.e., \( p_l = 0 \)). If a logical edge is selected (i.e., \( p_l = 1 \)), then Eq. (3.3) ensures that the total flow on \( l \) during any given time interval \( i \) does not exceed the capacity \( C \) of the lightpath. We note that the selected logical edges are obtained from \( L \), which may contain multiple potential edges with the same source and destination nodes, but each with a distinct \textit{id_number}. So, the ILP can handle multiple lightpaths between some (or all) node pairs.
Constraints (3.4) and (3.5) ensure that the total number of lightpaths originating and terminating at node \( n \) does not exceed the number of transmitters and receivers available at node \( n \).

Constraint (3.6) is the routing constraint for the primary lightpath. It ensures that if the \( l^{th} \) logical edge is included in the logical topology, then the corresponding primary lightpath is allocated exactly one route over the physical topology from the \( R \) pre-computed routes for each node pair.

Constraint (3.7) is used to define variables \( s_{e,l} \). The variable \( s_{e,l} \) will have a value of 1 if the primary lightpath, from source \( s_l \) to destination \( d_l \), uses the \( r^{th} \) route, i.e. \( x_{r,l} = 1 \), and edge \( e \) is on the \( r^{th} \) route i.e. \( f_{e}^{s_{e,l}, r} = 1 \). In other words, \( s_{e,l} = 1 \) if and only if the primary lightpath corresponding to logical edge \( l \) uses physical link \( e \).

Constraint (3.8) assigns a channel for each lightpath included in the logical topology. It also enforces the \textit{wavelength continuity constraint} by allocating exactly one channel for each selected lightpath.

Constraints (3.9) – (3.11) are used to define the \textit{continuous} variable \( \alpha_{k,l}^{e} \), which is set to 1, if both \( w_{k,l} \) and \( s_{e,l} \) are 1, and 0 otherwise.

Finally, constraint (3.12) states that a channel \( k \) on a link \( e \) can be assigned to at most one lightpath.
3.3 An ILP for Survivable Scheduled Traffic Grooming (ILP2)

The initial formulation (ILP1) can be augmented in order to implement survivability. In this thesis we implement protection at the lightpath level, rather than at the connection level. Thus, for each primary lightpath, we also set up a backup lightpath using either DPP or SPP. In this section, we present an ILP for survivable logical topology design and traffic grooming of scheduled demands, by including additional constraints which handle resource allocation for the backup paths.

Minimize

\[ \sum_{l \in L} \sum_{q \in Q} f_{q,l} \cdot b_q \]  

Subject to:

Constraints (3.2) – (3.11)

d) RWA constraints for backup lightpaths:

\[ \sum_r h_{r,l} = p_l \quad \forall l \in L \]  

(3.14)

\[ t_{e,l} = \sum_r h_{r,l} \cdot J_{e,r}^{j_{l,d,l}}, \forall l \in L, \forall e \in E \]  

(3.15)

\[ \sum_{k \in K} u_{k,l} = p_l \quad \forall l \in L \]  

(3.16)

\[ u_{k,l} + t_{e,l} - \beta_{k,l}^e \leq 1 \quad \forall k \in K, \forall e \in E, \forall l \in L \]  

(3.17)
\[ u_{k,l} \geq \beta_{k,l}^e \quad \forall k \in K, \forall e \in E, \forall l \in L \] (3.18)

\[ t_{e,l} \geq \beta_{k,l}^e \quad \forall k \in K, \forall e \in E, \forall l \in L \] (3.19)

\[ g_{r,l} + h_{r,l} \leq 1 \quad \forall l \in L, \quad r = 0,1,2,\ldots, R - 1 \] (3.20)

\[ \beta_k^e \geq \beta_{k,l}^e \quad \forall k \in K, \forall e \in E, \forall l \in L \] (3.21)

\[ \beta_k^e \leq \sum_{l \in L} \beta_{k,l}^e \quad \forall k \in K, \forall e \in E \] (3.22)

\[ \sum_{l \in L} \alpha_{k,l}^e + \beta_k^e \leq 1 \quad \forall k \in K, \forall e \in E \] (3.23)

e) Dedicated protection constraint:

\[ \sum_{l \in L} \beta_{k,l}^e \leq 1 \quad \forall k \in K, \forall e \in E \] (3.24)

f) Shared protection constraint:

\[ \beta_{k,l_1}^e + \beta_{k,l_2}^e + s_{e_1,l_1} + s_{e_2,l_2} \leq 3, \quad \forall k \in K, \forall e \neq e2 \in E, \forall l_1 < l_2 \in L \] (3.25)

Similar to Eq. (3.1), the objective function given in Eq. (3.13) also minimizes the amount of electronic switching required by all demands by minimizing the weighted hop count. We also use flow and capacity constraints (3.2) and (3.3) and transceiver
constraints (3.4) and (3.5) as well as the RWA constraints for primary lightpaths (3.6) – (3.11) given in ILP1.

Constraints (3.14) - (3.16) are used for routing and wavelength assignment of backup lightpaths, and are analogous to (3.6) – (3.8). Constraints (3.17) – (3.19) are used to define the variable $\beta'_{k,j}$ for backup lightpaths, and are similar to (3.9) – (3.11). Constraint (3.20) states that the same physical route cannot be selected for both the primary and backup lightpath corresponding to a given logical edge. Since all the $R$ routes between each source-destination pair are pre-computed to be edge disjoint, this ensures that the primary and backup lightpaths are edge disjoint.

Constraints (3.21) and (3.22) are used to define the variable $\beta^e_k$, which is set to 1 if channel $k$ on link $e$ is assigned to at least one (possibly more) backup lightpath; otherwise, $\beta^e_k$ is set to 0. This is needed since a channel may be assigned to more than one backup lightpath (for shared protection only). Even if multiple backup lightpaths are allocated to channel $k$ on link $e$, the value of $\beta^e_k$ does not exceed 1.

Constraint (3.23) replaces constraint (3.12) and ensures that if a channel $k$ on link $e$ is assigned to a primary lightpath, it cannot be assigned to any other primary or backup lightpath.

Constraint (3.24) is used for dedicated protection and ensures that two backup lightpaths are not allowed to share any resources, i.e. cannot be assigned the same channel on a common link. For shared protection, constraint (3.25) is used instead of
This constraint states that if backup lightpaths for two logical edges, $l_1$ and $l_2$, share a channel $k$ on a common link $e_1$, then for any other link $e_2$ it is not possible for both primary paths to share that link.

### 3.4 Handling Wavelength Convertible Networks (ILP3)

The formulation given in ILP2 can be easily modified to handle wavelength convertible networks as well. In the modified formulation, denoted as ILP3, the variables $\alpha_{k,l}^e$ and $\beta_{k,l}^e$ are defined as binary variables, rather than continuous variables. In wavelength convertible networks a lightpath may be assigned a different wavelength on each link it traverses. Therefore the constraints (3.8) and (3.16), each assigning a single wavelength for a primary and backup lightpath, respectively, are not appropriate for this case. Instead, these two constraints are replaced by constraints (3.26) and (3.27) respectively as shown below.

\[
\sum_{k \in K} \alpha_{k,l}^e = s_{e,l} \quad \forall l \in L, \forall e \in E \quad (3.26)
\]

\[
\sum_{k \in K} \beta_{k,l}^e = t_{e,l} \quad \forall l \in L, \forall e \in E \quad (3.27)
\]
Constraint (3.26) states that a channel is assigned on link \( e \), to the primary lightpath for the \( l^\text{th} \) logical edge, if the lightpath traverses link \( e \) (i.e., \( s_{ej} = 1 \)); otherwise no channel is assigned. In a similar manner (3.27) assigns a channel on each traversed link for a backup lightpath. However, there is no need to restrict that a lightpath must be assigned the same channel on successive links. Finally, constraints (3.9) – (3.11) and (3.17) – (3.19) are no longer needed for ILP3. All other constraints remain unchanged.

3.5 Possible Modifications to the ILPs

The ILP formulations ILP1, ILP2, and ILP3 minimize the weighted sum of the number of logical edges or lightpaths traversed by each traffic demand. A number of different objective functions can also be easily implemented, by slightly modifying our ILPs. For example, one objective may be to minimize the number of lightpaths (i.e., minimize \( \sum_{i \in L} p_i \)), which reduces the total transceiver cost. Another possible objective is to reduce the optical resources at the physical level, in terms of the number of wavelength-links, i.e., the number of hops required to route the lightpaths over the physical topology (minimize \( \sum_{i \in E} \sum_{j \in k} s_{ej} + t_{ej} \)).

The objectives mentioned so far minimize the amount of resources required to accommodate a set of demands. However, if sufficient resources are not available in
the network, it makes sense to maximize the amount of traffic that can be supported, i.e., maximize the throughput. This can be done by changing the objective function and the flow constraint. The objective function (3.1) or (3.13) should be changed to the following:

\[
\text{Maximize } \sum_{q \in Q} b_q \cdot y_q \tag{3.28}
\]

Also, the flow constraint (3.2) should be replaced by the following constraint:

\[
\sum_{l \in l(i)=n} f_{q,l} - \sum_{l \in l(i)=n} f_{q,l} = \begin{cases} 
  y_q, & \text{if } n = s_q, \\
  -y_q, & \text{if } n = d_q, \\
  0, & \text{otherwise}
\end{cases} \quad \forall q \in Q, \forall n \in N \tag{3.29}
\]

The other constraints remain the same. This modified formulation uses an integer variable \( y_q \), which specifies whether traffic demand \( q \) can be accommodated in the network. If demand \( q \) is handled by the above formulation, \( y_q = 1 \). Thus \( b_q \cdot y_q \) gives the contribution of demand \( q \) to the network throughput. Equation (3.28) is the objective function that maximizes the weighted sum \( \sum_{q \in Q} b_q \cdot y_q \), of traffic demands that can be handled by the network. This value depends on available resources such as the number of transceivers per node, the capacity of a lightpath, and the number of available channels per fiber.
Constraint (3.29) gives the standard flow conservation constraint as in constraint (3.2) except that it enforces the flow constraint only for the accommodated traffic in the network (i.e., $y_q = 1$).

### 3.6 Experimental Results

We have simulated our formulations with different demand sets on a number of networks ranging from a small 6-node network [56] to practical sized networks such as the 14-node NSFNET and 20–node ARPANET [86]. For each network, we ran our experiments with at least 5 demand sets, where the size of each demand set ranged from about 60 demands (for the 6-node network) to over 800 demands (for the 20-node network). Table 3.1 shows the simulation parameters used for different network sizes and the average number of lightpaths established for each network size. In this table, $n$ indicates the network size, i.e., the number of nodes in the network. The column $T_n/R_n$ indicates the number of transmitters and the number of receivers in each node. For our simulations, we assumed that each node has the same number of transmitters and receivers. However, such uniformity is not required in our formulations, and the proposed ILPs can easily handle different number of transceivers at each node. The source and the destination of each demand as well as its data rate, in $OC-n$ notation, were randomly generated. The results were obtained using ILOG CPLEX [87]. For our experiments, we considered demands scheduled
over a 24-hour period. However, any suitable scheduling period (such as hourly, daily, weekly, or even monthly scheduling) can be used with our formulation.

<table>
<thead>
<tr>
<th>No. of nodes ( (n) )</th>
<th>( T_n/R_n )</th>
<th>Number of demands</th>
<th></th>
<th>Number of lightpaths</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>OC-3</td>
<td>OC-6</td>
<td>OC-12</td>
</tr>
<tr>
<td>6</td>
<td>3</td>
<td>14</td>
<td>14</td>
<td>16</td>
</tr>
<tr>
<td>10</td>
<td>5</td>
<td>43</td>
<td>42</td>
<td>50</td>
</tr>
<tr>
<td>14</td>
<td>5</td>
<td>92</td>
<td>92</td>
<td>91</td>
</tr>
<tr>
<td>20</td>
<td>10</td>
<td>188</td>
<td>190</td>
<td>186</td>
</tr>
</tbody>
</table>

Table 3.1 Number of demands and number of lightpaths established for each network size.

3.6.1 Degree of Overlap of Traffic Demands

We have compared the performance of our approach to the conventional approach that does not consider the connection holding time of individual demands. We refer to such a model as a full demand overlap (FDO) model. The FDO model was simulated, in our experiments, by setting the duration of every demand to the full 24-hour period. The relative performance of the proposed ILP, over the FDO model, depends directly on the amount of time overlap among the individual sub-wavelength demands in the demand set \( Q \). Therefore, we considered three different demand sets as follows:

i) Low demand overlap \( (LDO) \): duration of each demand is set randomly between 1 and 10 hours.
ii) Medium demand overlap (MDO): duration of each demand is set randomly between 1 and 24 hours.

iii) High demand overlap (HDO): duration of each demand is set randomly between 10 and 24 hours.

The start time and duration for each individual demand in each set was randomly generated. The main idea in generating the demand sets was that given the same overall time period and same number of demands, the amount of overlap between demands would in general increase as the length of the individual demands are increased. We have used the demand overlap factor (δ) as a metric to characterize the degree of overlap of a set of demands. The demand overlap factor is defined as:

\[
\delta = \frac{\sum_{i=1}^{i_{\text{max}}} \sum_{j=1}^{N} \sum_{k=1}^{N} T_{j,k}^i}{0.5 \cdot i_{\text{max}} \cdot |N| (|N| - 1)}
\]  

(3.30)

Here, \( T_{j,k}^i = 1 \) if demands \( j \) and \( k \) overlap during interval \( i \). The value of \( \delta \) varies between 0 (there are no overlapping demands in any interval) and 1 (all demands overlap in all intervals). If the value of \( \delta \) for a given set of demands is close to 0, it indicates low demand overlap, and its value increases as the amount of overlap increases. Obviously, a demand set with \( \delta = 1 \) corresponds to the FDO model. The values of \( \delta \) for the LDO, MDO, and HDO sets used in our simulations are 0.05, 0.28, and 0.5, respectively.
3.6.2 Results of Fault-Free Networks

In general, our simulations indicated that if a demand set can be accommodated with less number of channels (e.g., \(|K|=16\)), no additional advantage is gained by setting it with a larger value (e.g., \(|K|=32\)). However, if a demand set cannot be handled with \(|K|=16\), it is possible to accommodate the demand set by increasing the number of available channels to 32. The time required to obtain an optimal solution ranged from less than 1s for the smaller networks to several thousand seconds for the 20-node network. These solution times are reasonable since this type of topology design is expected to be done offline.

We first present the results for networks without wavelength conversion using ILP1. Figure 3.1 shows the maximum amount of resources used during any time interval (in terms of the weighted hop count at the logical level) by the scheduled demand set. It is clear from Fig. 3.1 that consideration of connection holding times allows more efficient use of available resources. The amount of improvement increases as the demand overlap decreases. This means that considerable savings can be achieved by allowing resource sharing among time-disjoint demands. The average improvement varies from over 25% for a demand set with a high degree of overlap to about 70% for low demand overlap.
Figure 3.1: Resource requirements vs. network size in fault-free networks without wavelength conversion.

We note that since our proposed ILP generates an optimal solution for a given set of demands, it is guaranteed to perform as well as or better than a heuristic dynamic traffic grooming based approach for the same demand set. Figure 3.2 shows the percentage reduction in resource requirements with respect to the FDO case for different network sizes and different amounts of demand overlap.
We see that the amount of improvement is significant in all cases, even when demand overlap is high. Consideration of connection holding times seems to have a greater impact for larger networks (14-node and 20-node networks).

We next consider results for wavelength convertible networks. Figure 3.3 indicates network resources used (in terms of the weighted hop count at the logical level) on different network sizes under different demand overlap models.

Figure 3.4 shows the percent reduction of the weighted hop counts using LDO, MDO, and HDO models compared to the FDO model for networks with different sizes. The number of channels ($|K|$) for the networks with 6 nodes to 14 nodes was considered as 16, while for a 20-node network, $|K|$ was 32. It is evident from Figs. 3.3 and 3.4 that significant savings can be achieved using our approach compared to full
demand overlap models. As noted in Fig. 3.1, the amount of improvement increases as the demand overlap decreases.

Figure 3.3: Resource requirements vs. network size with \(|K| = 16\) in fault-free networks with wavelength conversion.

Figure 3.4: Percentage improvement in resource requirements compared to \(FDO\) case in fault-free networks with wavelength conversion.

Figure 3.5 shows that the resource requirements in wavelength continuous and wavelength convertible networks under LDO and MDO models are very close,
regardless of the network size. The results for the HDO and FDO models follow a similar pattern. This seems to indicate that in most cases little or no improvements are realized, in terms of resource utilization at the logical level, by allowing wavelength conversion capabilities at the network nodes. Please note that these results are only for the objective of reducing the weighted hop count. However, if we consider different objective functions, such as minimizing the number of wavelength-links or maximizing the throughput, it is quite possible that wavelength convertible networks have noticeable advantages by allowing lightpaths to use shorter routes.

![Figure 3.5: Comparison of resource requirements in wavelength continuous and wavelength convertible networks under LDO and MDO models.](image)

In addition to evaluating the performance of our proposed formulations, we also studied the performance (after modifying ILP1 appropriately) for each of the objective functions on 6-node and 10-node networks. The results for the 6-node network are
shown in Fig. 3.6, and the results for the 10-node network are similar and, hence, omitted here.

![Figure 3.6: Relative improvement with different objective functions.](image)

The above results are consistent with the results of our proposed formulations, and indicate that noticeable improvements can be expected, even for these alternative objectives. In order to include the results for different objectives on the same graph, we have expressed the values in terms of the relative improvement achieved (over FDO model) for each case. The first (second) set of bars shows the reduction in the number of lightpaths (wavelength-links) obtained by using \( \min \sum_{l \in L} p_l \) (min \( \sum_{e \in E} s_{e,i} + t_{e,i} \)) as the objective. The third set shows the relative increase in the number of demands that can be accommodated, using the objective \( \max \sum_{q \in Q} b_q \cdot y_q \).

### 3.6.3 Results of Survivable Networks
In this subsection, we consider results for survivable networks without wavelength conversion. Results for wavelength convertible networks followed a similar pattern and are not reported separately. We implement network survivability using both dedicated and shared path protections. As in the previous cases, our objective is to minimize the weighted hop count. However, the weighted hop count (at the logical level) remains the same whether or not backup lightpaths are implemented. Therefore, for comparison purposes, we have compared the number of wavelength-links required for fault-free (i.e., no backup paths), dedicated, and shared protection schemes. Figure 3.7 compares the average number of wavelength-links required for wavelength continuous networks for the case with no protection, shared protection, and dedicated protection under low demand overlap. As expected, shared path protection requires fewer resources compared with dedicated path protection. Results for the other cases follow a similar pattern.

Figure 3.7: Resource requirements vs. network size with $|K| = 16$ in survivable wavelength continuous networks under LDO model.
In summary, we have experimented with a number of different networks; for each network we considered several demand sets and different amounts of overlap between demands. The significance of the results can be noted as follows:

i) The results not only show that knowledge of connection holding times can decrease the amount of resources required to accommodate a given set of demands (which was expected), they also indicate how the relative improvements are affected by the amount of demand overlap.

ii) The results clearly indicate (Table 3.1) that it is possible to accommodate a large number of low-speed demands using a stable logical topology with relatively few logical edges, when the data rates of the individual demands are relatively small compared to the capacity of a lightpath.

iii) The results indicate that wavelength conversion does not lead to significant benefits, in terms of the objective used in our simulations.

3.7 Summary

The main contributions of this chapter are:

- We propose a new approach for survivable traffic grooming and topology design that exploits the knowledge of connection holding times of low-speed scheduled traffic demands to devise a stable logical topology and maximize resource sharing.
• We present efficient ILP formulations that optimally solve the complete traffic grooming problem (including logical topology design and RWA) and provide protection against single link faults at the lightpath level. This allows us to avoid using suboptimal heuristics, which often have no specified performance bounds.

• We extend our proposed ILP to handle networks with and without wavelength converters.

• We demonstrate through simulations that, unlike most existing ILP formulations for traffic grooming, our formulation can be used for practical networks with hundreds of individual traffic demands. The problem sizes considered in this work are comparable to those used for existing heuristic approaches available in the literature [56, 64, 67].
Chapter 4

Energy Efficient Traffic Grooming

In this chapter, we address the problem of joint scheduling (in time) and traffic routing with the goal of minimizing energy consumption for sliding demands. We first present an efficient ILP formulation for scheduling and allocating resource to a single sub-wavelength traffic demand, such that the incremental energy consumption due to the new demand is minimized. Next, we extend the proposed approach, and present a new heuristic that jointly performs scheduling and resource allocation for a large set of periodic demands with the goal of reducing the overall energy consumption of the network for the entire demand set.

Before formally presenting the problem, we will first discuss, using an example, how knowledge of demand holding times can be exploited to obtain more power efficient grooming. We consider the network of Fig. 4.1, which shows the logical
topology of a small network with four nodes and five logical edges (lightpaths) represented by circles and solid lines, respectively. We partition the entire time period of interest into a number of consecutive time intervals $i_1, i_2, i_3, \ldots, i_{\text{imax}}$ ($i_{\text{imax}} = 7$ in our case) as shown in Fig. 4.2. We note that the duration of each interval can be made as long or short as required based on the demand start and end times. During interval $i_3$, four demands $q_1, q_2, q_3,$ and $q_4$, shown as dashed lines in Fig. 4.1, are active and are routed over the four active lightpaths $l_1, l_2, l_3,$ and $l_4$, respectively. Lightpath $l_5$ is inactive since it is not carrying any traffic at this time. The bandwidth requirement for each demand is expressed as a fraction of the lightpath capacity, and $\alpha_i$ ($\omega_i$) represents the start (end) time for demand $q_i$. Now, suppose a new demand $q_5$ with bandwidth requirement of 0.4 needs to be routed from node 1 to node 4, starting in interval $i_4$, as shown in Fig. 4.2. There are three possible ways to accomplish this:

1) using only lightpath $l_5$, 

2) using lightpaths $l_1$ and $l_2$, or 

3) using lightpaths $l_3$ and $l_4$.

Obviously, option 1 requires the most energy since it increases the static power consumption by switching on lightpath $l_5$. Regarding option 2 and option 3, at first it appears that there is no difference between them, since all four lightpaths ($l_1, l_2, l_3,$ and $l_4$) are already active during interval $i_4$, and the increase in dynamic power consumption is the same for both cases. However, when we consider the demand holding times, we see that significant energy savings can be achieved by selecting
option 3, i.e., routing the new demand over lightpaths $l_3$ and $l_4$. If new demand is routed over $l_3$ and $l_4$, then $l_1$ and $l_2$ can both be turned off at the end of interval $i_4$. Lightpath $l_4$ remains on as scheduled, and only $l_3$ needs to remain active for one extra interval (up to end of $i_6$). On the other hand, if $q_5$ is routed over $l_1$ and $l_2$, then both $l_1$ and $l_2$ must remain active until the end of $i_6$ (two extra active intervals for each lightpath). Hence option 3 reduces the overall static power consumption compared to option 2.

In the above example, we consider only the fixed window model, where the start and end times of the demands are already known and cannot be changed. However, if there is some flexibility in how the demands are scheduled in time (sliding window model), then it is possible to reduce energy consumption even further. For example, let us suppose that demand $q_5$ cannot start before interval $i_2$ ends, and must end before interval $i_7$. In this case, if we schedule $q_5$ to start at the beginning of interval $i_3$ (instead of $i_4$), then lightpath $l_3$ can be turned off at the end of interval $i_5$, as originally intended. So, jointly performing both routing and scheduling poses an interesting design problem, which can lead to a further decrease in the overall energy consumption.
Figure 4.1: Logical topology and traffic routing.

Figure 4.2: Overlapping demands under the fixed window model.
In general, by appropriately choosing the routes (and possibly the start times) of the scheduled demands, we can ensure that the number of active lightpaths at any given time is minimized, leading to considerably reduced energy requirements. We note that our approach does not require reconfiguring the optical switches etc., since the lightpaths are not rerouted. The ports for an existing lightpath are simply turned off when there is no traffic on the lightpath.

4.1 Network Model and Problem Definition

In this section, we first consider the case of allocating resources for a single new demand, when there are a number of existing demands already routed over the network. We are given the routing scheme for the set of successfully allocated demands over a logical topology represented by a directed graph \( G(N, L) \), where \( N \) is the set of nodes and \( L \) is the set of logical edges (lightpaths). The goal is to find a route...
for the new demand over the specified logical topology, such that the amount of additional energy consumption due to the new demand is minimized. A preliminary version of this approach for the fixed window model only has been introduced in [88]. At any given time a lightpath \( l \in L \) is *active* if it is carrying some non-zero traffic. The router ports of an inactive lightpath may be switched off to reduce energy consumption. Therefore, when finding a route for the new demand, the primary goal is to reduce the number of lightpaths that were previously inactive and must become active to accommodate the new demand. We use the following notation in describing our ILPs:

- \( P_{\text{static}} \): Traffic independent portion of power used for a lightpath.
- \( P_{\text{dynamic}} \): Additional power consumed by a lightpath for each traffic unit carried.
- \( Q_e \): The set of existing demands that have already been routed over the logical topology.
- \( D_i \): Duration of interval \( i \).
- \( i_{\text{max}} \): The total number of disjoint time intervals in the network.
- \( L_i \): A set of active lightpaths during interval \( i \) (before routing the new demand).
- \( o(l) \) (\( e(l) \)): Originating (terminating) node for lightpath \( l \in L \).
- \( C \): Capacity of a *single* lightpath in OC-\( n \) notation. In this thesis, we have used \( C = \text{OC-160} \).
- \( X_{q,i} \): A parameter given as input to the ILP and set to 1 if demand \( q \) is active during interval \( i \).
• $Y_{q,l}$: A parameter given as input to the ILP and set to 1 if an existing demand $q$ is routed over lightpath $l$.

• $Q$: A set of scheduled sub-wavelength traffic demands whose setup and teardown times can vary within a larger specified time window. Each element $q \in Q$ is represented as $(s_q, d_q, b_q, \alpha_q, \omega_q, \tau_q)$. For the fixed window model, we assume the duration of the window is the same as the demand holding time.

• $s_q (d_q)$: Source (destination) node of demand $q$.

• $b_q$: Bandwidth requirement of demand $q$ in OC-$n$ notation. We assume that the data rate of the individual demands varies between OC-3 to OC-24, and is always less than the capacity of a lightpath.

• $\alpha_q (\omega_q)$: The start (end) time of the larger window of demand $q$.

### 4.2 An ILP for Fixed-window Scheduled Demands

(ILP-FSD)

In this section, we present an ILP for routing the new scheduled demand under the fixed window model, where the demand holding time and start time are known in advance and given as input to the ILP. We define the following binary variables:

• $d_l = 1$, if and only if new demand is routed over lightpath $l$, 0 otherwise.

• $v_{l,i} = 1$, if and only if lightpath $l$ is active during interval $i$, 0 otherwise.
The ILP formulation given below calculates the optimal routing for the new scheduled demand in such a way that the additional energy consumption during its active intervals is minimized.

Minimize \( \sum_{i=\alpha_q}^{\omega_q} P_i \cdot D_i \) \hspace{1cm} (4.1)

Subject to:

\[
\sum_{l=\alpha(l)=n} d_l - \sum_{l=\omega(l)=n} d_l = \begin{cases} 
1, & \text{if } n = s_q \\
-1, & \text{if } n = d_q \\
0, & \text{otherwise} 
\end{cases} \quad \forall n \in N \hspace{1cm} (4.2)
\]

\( v_{l,i} = 1 \quad \forall l \in L, \forall i, \alpha_q \leq i \leq \omega_q \) \hspace{1cm} (4.3)

\[
b_q \cdot d_l \cdot X_{q,i} + \sum_{q \in Q_q} b_q \cdot Y_{q,i} \cdot X_{q,i} \leq C \cdot v_{l,i} \quad \forall l \in L, \forall i, \alpha_q \leq i \leq \omega_q
\]

\( (4.4) \)

\( d_l \leq v_{l,i} \quad \forall l \in L, \forall i, \alpha_q \leq i \leq \omega_q \) \hspace{1cm} (4.5)

\[
P_i = \sum_{l=\alpha(l)=i}^{\omega(l)=i} v_{l,i} \cdot P_{\text{static}} + \sum_{l=\alpha(l)=i}^{\omega(l)=i} b_q \cdot X_{q,i} \cdot P_{\text{dynamic}} \cdot d_l \quad \forall i, \alpha_q \leq i \leq \omega_q \hspace{1cm} (4.6)
\]
The objective function (4.1) minimizes the weighted sum of the total energy consumption over all intervals. Since the demands are processed one at a time, we only consider the active intervals of the new demand currently being allocated. Clearly, it is more advantageous if a lightpath remains inactive during a longer interval compared to a shorter interval. Therefore, the ILP uses the duration \(D_i\) of an interval \(i\) as the weight of the energy consumption during that interval. Constraint (4.2) is the standard flow equation [85], and is used to route the new demand over the logical topology using a single multi-hop logical path. Constraint (4.3) states that any lightpath that was active during interval \(i\), before considering the new demand, will continue to remain active during interval \(i\). Constraint (4.4) ensures that the total flow on a lightpath, during any active interval, does not exceed its capacity \(C\). The first term of constraint (4.4) represents any additional traffic load on lightpath \(l\), if the new demand \(q\) is routed over \(l\) during its active interval \(i\). The second term of constraint (4.4) is the existing load on the lightpath \(l\) during interval \(i\) due to the demands that have already been allocated. Constraint (4.5) states that if the new demand is routed over lightpath \(l\), then \(l\) must remain active for the entire duration of the demand. Finally, (4.6) calculates the additional power consumption for each interval \(i\) during which the new demand is active. The first term represents the static power consumption by all new lightpaths that must be activated to accommodate the new demand during interval \(i\). The second term calculates the additional dynamic power consumption on each lightpath (both newly activated and existing active lightpaths) due to the new demand.
4.3 An ILP for Sliding-window Scheduled Demands

(ILP-SSD)

In this section, we present an ILP for jointly scheduling a demand in time and routing the newly scheduled demand. In the sliding window scheduled traffic model, the new demand is to be scheduled within the specified larger window and its actual start time must be calculated by the ILP. For ILP-SSD we assume that the total time interval is divided into a number of intervals of equal duration. This means that the value of \( D_i \) is the same for all intervals, so the holding time \( \tau_q \) of a demand \( q \) can be expressed as the number of intervals for which the demand should be active, i.e.,

\[
0 < \tau_q \leq \omega_q - \alpha_q + 1 \quad \text{(fractional values are rounded up)}.
\]

As mentioned previously, the actual duration for each interval (i.e., the value of \( D_i \)) can be chosen as large or as small as needed for a particular problem.

In addition to the routing variables \( d_i \) and \( v_{l,i} \), we introduce the following binary variables for demand scheduling:

- \( st_i = 1 \), if and only if a new demand starts during interval \( i \), 0 otherwise.
- \( m_i = 1 \), if and only if a new demand is active during interval \( i \), 0 otherwise.

We also define the following continuous variable. Similar to Section 3.1, a continuous variable is restricted to take on binary values only by the corresponding constraints.
• \( \rho_{i,j} = 1 \), if and only if a new demand is routed over lightpath \( l \) during interval \( i \), 0 otherwise.

\[
\text{Minimize } \sum_{i=\alpha_q} P_i \cdot D_i
\]  
(4.7)

Subject to:

\[
\sum_{l:o(l)=n} d_l - \sum_{l:a(l)=n} d_l = \begin{cases} 
1, & \text{if } n = s_q \\
-1, & \text{if } n = d_q \\
0, & \text{otherwise} 
\end{cases} \quad \forall n \in N
\]  
(4.8)

\[
b_q \cdot \rho_{i,j} + \sum_{q \in \Omega_q} b_q \cdot Y_{q,i,j} \cdot X_{q,i,j} \leq C \cdot \nu_{i,j} \quad \forall l \in L, \forall i, \alpha_q \leq i \leq \omega_q
\]  
(4.9)

\[
\sum_{i=\alpha_q} s_{t_i} = 1
\]  
(4.10)

\[
m_{i,j} \geq s_{t_i} \quad \forall i, 0 \leq j < \tau_q
\]  
(4.11)

\[
\sum_{i=\alpha_q} m_i = \tau_q
\]  
(4.12)

\[
m_i + d_i - \rho_{i,j} \leq 1 \quad \forall l \in L, \forall i, \alpha_q \leq i \leq \omega_q
\]  
(4.13)

\[
d_i \geq \rho_{i,j} \quad \forall l \in L, \forall i, \alpha_q \leq i \leq \omega_q
\]  
(4.14)

\[
m_i \geq \rho_{i,j} \quad \forall l \in L, \forall i, \alpha_q \leq i \leq \omega_q
\]  
(4.15)
\[ P_i = \sum_{l \in L} v_{l,i} \cdot P_{\text{static}} + \sum_{l \in L} b_q \cdot \rho_{l,i} \cdot P_{\text{dynamic}} + \sum_{l \in L} \sum_{q \in \mathcal{Q}_i} b_q \cdot Y_{q,i} \cdot X_{q,i} \cdot P_{\text{dynamic}} \]

\[ \forall i, \alpha_q \leq i \leq \omega_q \quad \text{(4.16)} \]

The objective function (4.7) and flow constraint (4.8) for ILP-SSD are the same as those for ILP-FSD. Similar to constraint (4.4), constraint (4.9) is used to enforce the capacity constraint and makes sure that the total traffic load on a lightpath \( l \) during any active interval \( i \) is less than or equal to the capacity of a lightpath \( C \). Constraints (4.10) - (4.12) are used to schedule the demand within the specific window. Constraint (4.10) indicates that exactly one interval can be designated as the “starting interval” for the new demand. Constraint (4.11) specifies that the new demand must be active during its starting interval and for the next \( \tau_{q-1} \) consecutive intervals. Constraint (4.12) makes sure that the total number of active intervals for the new demand is equal to its demand holding time \( \tau_q \). The value of the continuous variable \( \rho_{l,i} \) is defined by constraints (4.13) - (4.15). It is set to 1 if and only if the new demand is routed over lightpath \( l \) and is active during interval \( i \). In other words, constraint (4.13) sets \( \rho_{l,i} = 1 \) if and only if both \( d_i = 1 \) and \( m_i = 1 \). If either \( d_i = 0 \) or \( m_i = 0 \), then constraints (4.14) and (4.15) set \( \rho_{l,i} = 0 \). Finally, constraint (4.16) calculates the total power consumption for each interval within the larger window. The first term represents the static power consumed by all active lightpaths during interval \( i \). The second term calculates the additional dynamic power consumption due to the new demand.
third term denotes the dynamic power consumption for the existing demand(s), already ongoing during interval \( i \).

### 4.4 Heuristic for Energy Efficient Routing

In this section, we outline our *heuristic for energy efficient routing* (H-EER) of a given set \( Q \) of scheduled sub-wavelength traffic demands. For the fixed window model, we assume that the duration of the window is the same as the demand holding time \( \tau_q = \omega_q - \alpha_q \). For the sliding window model, we increase the window size around this fixed window. We assume that the data rate of the individual demands varies between \( OC-3 \) to \( OC-24 \), and is always less than the capacity of a lightpath.

The proposed heuristic attempts to route each individual low speed traffic demand onto high capacity lightpaths in such a way that both the static and dynamic components of power consumption during any interval are minimized. The demands are added one at a time using the formulations presented in Sections 4.2 and 4.3. Although each demand is allocated optimally based on the current information, the order in which the demands are processed can have a considerable effect on the performance of the heuristic. Therefore, the entire heuristic is divided into two phases; the first phase (lines 1-7) determines the order in which the demands are processed and the second phase (lines 8-12) finds an energy efficient routing for each demand.
one at a time. We assume that actual connection setup/teardown is implemented by appropriate control plane protocols, which are outside the scope of this thesis.

In PHASE 1, an initial ordering the demands \(Q_{sort}\) is obtained (line 2) by sorting the demands based on one of the following criteria:

- bandwidth requirement,
- source node ID,
- demand holding time,
- demand start time, or
- randomized order.

Next, we partition the entire time period into a number of consecutive time intervals, \(i_1, i_2, i_3, \ldots i_{\text{max}}\) as depicted in Fig. 4.2 and sort the intervals by their duration in a descending order (line 4). The idea is that the demands that are active during longer intervals should be processed first, since they will have a greater impact on the total energy consumption. The demands active during each interval (longest to shortest) are then selected for processing according to the specified criteria used to sort the demands (lines 6-7). Once the order for processing the demands has been determined, ILP-FSD (ILP-SSD) is used to find an optimal routing for the current demand \(q\) under the fixed (sliding) window model, based on the set of all demands that have been previously allocated \(Q_e\). Once a successful routing is found (line 10),
the current demand \( q \) is added to the set of allocated demands (line 11) and the set of active lightpaths for each interval \( (G_{\text{min}}) \) is updated (line 12)\(^1\).

**Heuristic: H-EER**

**Input:** \( G = (N, L) \) and a scheduled sub-wavelength traffic demands set \( Q \)

**Value returned:** Set of active lightpaths \( G_{\text{min}} \) in each interval and an appropriate traffic routing scheme for \( Q \).

1. PHASE 1: Determine Ordering
2. \( Q_{\text{sort}} \leftarrow \) demands in \( Q \) sorted by a selected criterion.
3. Partition the entire time period into a number of consecutive time intervals \( i_1, i_2, i_3, \ldots i_{\text{max}} \).
4. \( I_{\text{sort}} \leftarrow \) intervals sorted by their duration \( D_i \) in a descending order.
5. For each interval \( i \in I_{\text{sort}} \)
6. For each demand \( q \in Q_{\text{sort}} \) do
7. If \( q \notin Q_{\text{order}} \) and \( X_{q,i} = 1 \), then \( Q_{\text{order}} = Q_{\text{order}} \cup \{q\} \).
8. PHASE 2: Determine Routes
9. For each demand \( q \in Q_{\text{order}} \) do
10. Use ILP-FSD (or ILP-SSD) to find optimal routing for \( q \).

---

\(^1\) We assume that the network has sufficient resources to accommodate all demands. If this is not the case the heuristic can be easily modified to accommodate as many demands as possible.
\[ Q_e = Q_e \cup \{ q \} . \]

12. Update \( G_{\text{min}} \).

13. return \( G_{\text{min}} \).

### 4.5 Experimental Results

We have tested our algorithm with different demand sets on a number of networks ranging from a small 6-node network [56] to practical sized networks including the 14-node NSFNET and 20-node ARPANET topologies [86]. The logical topologies were constructed based on the approach outlined in [58]. We calculated the average number of active lightpaths in each interval and the total energy consumption (both static and load dependent components) for different sets of scheduled demands with varying amounts of overlap among the demands. The computation time ranged from less than 1s for the smaller networks to several minutes for the 20-node network.

We classified the demand sets as having low, medium, and high demand overlap (referred to as LDO, MDO, and HDO, respectively), as defined by the demand overlap factor (\( \delta \)) in Section 3.6.1 [14] for each demand set. The source and destination for each demand were randomly generated, with each node having an equal probability of being selected. The start time of each demand was also randomly generated. The end time (and consequently the duration) of a demand was determined based on \( \delta \). Since the start time for each individual demand in each set was randomly generated, so it is possible that several demands start simultaneously. For each case the results were
compared with the full demand overlap (FDO) case, which corresponds to $\delta = 1$. The FDO model was simulated in our experiments by setting the duration of every demand to the full 24-hour period. For the higher values of $\delta$, the results approach the FDO case. In our simulations, the traffic loads (set of demands) for the different values of $\delta$ are the same; the only difference is in the demand holding time.

4.5.1 Results for Fixed Window Model

The ILP formulation (ILP-FSD) could easily generate optimal solutions for a single incoming traffic demand in 14-node and 20-node networks with over 800 existing demands using ILOG CPLEX solver [87]. For a given set of demands, we have investigated three options for performing traffic routing:

i) Select a route that minimizes energy only for the current interval (energy-aware holding time unaware (HTU) case).

ii) Greedily select one demand at a time (based on arrival times) and use ILP-FSD to find the minimum-energy route over all intervals for each demand.

iii) Jointly route the set of demands to minimize the overall energy, using H-EER.

For all three options, resources allocated to a demand are released after the demand terminates. Our simulations indicate that additional improvements, over both energy-aware HTU and greedy selection, can be achieved by jointly allocating the set of scheduled demands using our proposed H-EER approach. Figure 4.4 compares the
number of active lightpaths (and thus the power consumption, which closely follows the number of active lightpaths) for a 20-node network with over 800 demands. Holding time aware (HTA) approaches (i.e., options ii and iii) clearly outperform the HTU approach, particularly for LDO and MDO cases. As demand overlap increases, knowledge of holding times becomes less important, and there is no significant difference between options i) and ii). However, H-EER is able to reduce the number of active lightpaths by about 20% for the MDO and HDO cases. The results follow a similar pattern for other networks. This indicates that the order in which the demands are processed has a significant impact on the overall energy consumption, particularly for large demand overlaps, and knowledge of demand holding times plays a more significant role for low demand overlaps. Since joint allocation clearly reduces the overall energy consumption, we have reported those results in the rest of this section. Unless explicitly stated otherwise, the sorting criterion used in PHASE 1 of H-EER is based on the demand bandwidth.

Figure 4.5 shows the percentage reduction in total power consumption and the average number of active lightpaths compared with Energy-aware HTU case for a 10-node network, when sorting the demands according to the bandwidth requirement. As shown in Fig. 4.5, significant energy savings (10% to > 50%) can be achieved by utilizing knowledge of the demand holding times. The improvements over the HTU model increases steadily as the demand overlap factor decreases. We also note that the total power consumption is closely related to the number of active lightpaths. This
makes sense because in our model the static component of the power consumption dominates the load dependent component [20].

Figure 4.4: Comparison of the average number of active lightpaths used for single and joint demand allocation.
Figure 4.5: Percentage reduction in total power consumption and the average number of active lightpaths compared with Energy-aware HTU case for a 10-node network.

Figure 4.6 shows the overall energy consumption for a set of scheduled demands, routed over a 10-node network. We compare the energy consumption for our proposed H-EER algorithm for all four cases, i.e., LDO, MDO, HDO, and FDO, with

i) a traditional shortest path traffic grooming algorithm, which does not consider energy consumption, and

ii) an energy-unaware, holding time aware approach, which is obtained by modifying the objective function of our ILP to minimize the number of lightpaths, rather than the energy consumption.

The results are normalized to the FDO case. It is clear that H-EER significantly outperforms the other two approaches for all four cases, ranging from improvements of 15% for the FDO case to 40% for the LDO case. It is interesting to note that there is no significant difference between the simple shortest path routing and energy-unaware HTA approaches because typically the latter approach ends up selecting the shortest path over the logical topology. We also note that the total power consumption obtained using H-EER, even for the FDO case, is actually lower than the power consumption for both MDO and HDO cases using energy-unaware traffic grooming. This clearly illustrates the importance of energy-aware resource allocation schemes and highlights their significant impact on overall network power consumption.
Figure 4.6: Comparison of total power consumption for FDO case, traditional traffic grooming and H-EER for a 10-node network.

Figure 4.7 shows the amount of resources needed to accommodate a given set of scheduled demands in terms of the average number of active lightpaths for different network sizes and different amounts of demand overlap when sorting the demands according to the source nodes. As expected, the amount of resources needed increases as the network size and the demand overlap factor increase. It is also interesting to note that consideration of connection holding times seems to have a greater impact for larger networks.
Figure 4.7: Comparison of the average number of active lightpaths used for different topologies.

Figure 4.8 shows a comparison of the average number of active lightpaths needed for 20-node ARPANET topology when using different sorting criteria (including random selection of demands) for ordering the demands. In general, we observed that the results for the different criteria were close for $\delta = 0.05$ (LDO case). However, as $\delta$ increases, the effect of ordering becomes more and more important. For $\delta = 0.5$ (HDO case), sorting by the source node performs better and results in almost 20% improvement compared to sorting by start time or random ordering.
Figure 4.8: Comparison of the average number of active lightpaths used for different sorting criteria.

### 4.5.2 Results for Sliding Window Model

In this subsection, we show how adding flexibility to the demand setup/teardown times benefits the network utilization. In order to study the effect of demand scheduling, we extended the window for each demand by two, four, and six hours so that the demand could be scheduled any time within this larger window. Since the fixed window model clearly outperforms the FDO model for scheduled demands as shown in Section 4.5.1, from now on, we will compare our heuristic using ILP-SSD to the fixed window model.
Figure 4.9 shows the percentage reduction in total power consumption compared to the fixed window model for the LDO case when sorting the demands according to the bandwidth requirement. It is clear that the proposed approach can lead to additional improvements, depending on the window size, even over the holding-time-aware models.

Figure 4.9: Percentage reduction in total power consumption compared with the fixed scheduled traffic model.

Figure 4.10 shows the effect of window size on resource utilization in terms of the average number of active lightpaths used for different topologies when the same sorting criterion is used as in Fig. 4.9. We see that as the window size increases, the amount of saving increases a little bit initially and then levels off. Additional saving
over the fixed window model of about 9% to 15%, depending on the network size, can be obtained by extending the window size by six hours. This is because a demand has more flexibility when it is to be scheduled within a larger window.

![Graph showing the effect of increasing window size for different topologies.]

Figure 4.10: Effect of increasing window size for different topologies.

For the HDO demand set, most of the demands overlap in time, and it is difficult to move demands around. Hence, it is possible that some of the demands can not be accommodated by the given logical topologies. Figure 4.11 shows the comparison of the amount of dropped traffic in a 14-node network under the fixed and sliding scheduled traffic models. If we only consider the number of dropped demands, it appears that no improvement is achieved by using the sliding window model and increasing the duration of the allowable window for each demand. However, when we
consider the total dropped bandwidth, we see that larger windows result in less dropped traffic and, hence, higher throughput. This means that the fixed window model tends to drop more high bandwidth demands compared to the sliding model. Thus, joint scheduling (in time) and routing improves overall throughput, even compared to energy aware approaches that only consider demand holding times.

![Figure 4.11: Comparison of traffic dropped under the different scheduled traffic model.](image)

4.6 Summary

The main contributions of this chapter are:

- We propose an efficient ILP formulation for energy aware grooming of a single new sub-wavelength demand under the fixed scheduled traffic model.
• We extend this formulation to solve the same problem under a *sliding* scheduled traffic model, and jointly perform scheduling and routing.

• We demonstrate through simulations that the proposed ILPs can be used for practical networks with hundreds of existing demands and lead to significant reductions in power consumption.

• We present an integrated heuristic that jointly allocates resources for a large set of scheduled demands and leads to significant *additional* improvements in power consumption over those already achieved using our initial formulations.
Chapter 5

A Segmented Scheduled Traffic Model

In this chapter, we introduce a new model, the segmented sliding window model, where a demand may be decomposed into two or more components and each component can be sent separately. The segmented scheduled traffic model adds another degree of flexibility to the existing sliding window model, which can be exploited to generate more resource efficient solutions to the network design problem, or to accommodate more traffic for a given set of resource constraints. We provide an ILP formulation as well as a heuristic for solving this problem.

We note that one significant aspect of the cost associated with dynamic setup and teardown of lightpaths is the need for reconfigurable optical switching equipment,
which is more expensive compared to non-reconfigurable equipment. However, even traditional scheduled traffic models (fixed and continuous sliding window) require the use of reconfigurable switches. Therefore, we do not incur additional switching equipment cost by using the proposed model, as compared to existing fixed and sliding window models. In addition to switching equipment costs, the segmented model will likely require the use of a somewhat more complex control plane, which is capable of making intelligent segmentation decisions, scheduling each demand (or segment) in time and allocating network resources. In this context, it is important to keep in mind that such design decisions are performed offline, since the requirements for each demand is assumed to be known in advance. Therefore, it is quite feasible to use a centralized agent to compute the optimal allocation and then transmit the necessary information to the appropriate network nodes. Finally, reassembling of demands with multiple segments will also require some extra overhead such as additional buffering at the destination node. However, our main focus in this work is on efficient utilization of bandwidth resources in the fiber links, so we do not consider the additional costs at higher layers. It is also important to note that there are a number of applications where decomposing demands into multiple segments may not be acceptable. Our proposed model can easily accommodate such demands as a special case of our formulation, and the techniques for doing this are discussed in Section 5.5.2.
5.1 Network Model and Problem Definition

We consider a physical fiber network $G[N, E]$, where $N$ is the set of nodes, $E$ is the set of edges (fiber links) in the physical topology, and each edge $e \in E$ can accommodate a set $K$ of distinct WDM channels. We are given, as input, the physical topology of the network, the capacity of each fiber link, and a set $Q$ of demands that have to be routed over the physical topology. Each element $q \in Q$ is represented as $(s_q, d_q, b_q, \alpha_q, \omega_q, \tau_q)$. Based on this information, our goal is to generate a set of demands $Q_{alloc}$ such that all demands in $Q_{alloc}$ are accommodated in the network and the weighted sum of the demands in $Q_{alloc}$ is maximized. Based on the objective under consideration, different policies can be used to assign weights to the demands, and is discussed in Section 5.3. In addition, a physical route and an assigned wavelength for each lightpath associated with an allocated demand must be determined. It has been shown in the literature that just the static RWA problem by itself, considering only a single interval, is NP-hard [89]. Since, our formulation performs both scheduling and RWA, it contains the RWA problem as a subset, hence it is also NP-Hard. Therefore, we present an ILP formulation for solving the above problem. A set of potential routes for each demand can also be given as input, in order to reduce the complexity of the ILP.

We note that in our formulations, we find a set of $R$ edge-disjoint routes, if possible, over the physical topology for each pair of end-nodes. The idea is that if certain links of a path are congested, these links would be automatically avoided in an
alternate path that is edge-disjoint. For the fault-free case, this is only a preference, rather than a requirement. However, for implementing path protection (discussed in Section 5.5.1) it is necessary that the routes be edge-disjoint, otherwise a failure in a common link may cause both the primary and backup routes to become unusable. If for a given topology, we can only find \( r_{sd} \) (\( r_{sd} < R \)) edge-disjoint paths for node pair \( s-d \), then we only use these \( r_{sd} \) routes for that particular node pair. Of course we must have at least \( r_{sd} \geq 2 \) in order to implement path protection. The rationale for pre-computing up to \( R \) routes is that it leads to a reduction in the complexity of the ILP, without any significant degradation of performance. This approach has been widely used in the literature for routing of lightpaths \([9, 26, 32]\), and we have also adopted this approach. If a lightpath is to be established from a source node \( s \) to a destination node \( d \), we select one of the \( R \) routes between \( s \) and \( d \) as a physical route for the lightpath. In our experiments, we have used \( R = 3 \).

The objective of our ILP formulation for scheduling segmented demands is to accommodate as many demands as possible under specified network resource constraints. We divide the entire time period into a sequence of intervals \((i)\) of equal duration. If a demand is active for any amount of time within an interval, it is assumed to be active during the entire interval. Such a slotted-time model can lead to somewhat decreased flexibility, particularly if the durations of the individual time-slots are much longer compared to the durations/intervals of the lightpath demands. However, we allow the duration of an interval to be selected by the designer, based on expected traffic patterns and made as coarse or as fine as desired. This helps to minimize any
adverse effects on the quality of the solutions due to the slotted-time approach. Clearly, a finer granularity allows greater control at the expense of increased computation. For example, Fig. 1.3 shows 6-hour time period divided into 6 intervals, each of 1 hour duration. In our experiments (Section 5.7), we have set each interval to 15 minutes and the entire time period to be 12 hours or 24 hours. Since the reconfiguration times for the optical switches are insignificant (generally in the range of tens of milliseconds) compared to the interval durations and demand holding times, we have ignored the reconfiguration times in our simulations.

The formulation presented here allocates each demand within its time window, separating them into segments if necessary, and performs RWA for each demand that is routed over the network. The different segments are still treated as part of a single demand, rather than a series of independent demands. While it is possible to consider the smaller components of a demand to be completely independent, it will mean that there would be no mechanism to limit the number of segments, the routes taken by individual segments, or impose other restrictions such as ensuring segments are delivered in a proper order. This may indeed be acceptable for certain applications and in such cases, a single demand can be decomposed into an appropriate number of individual segments (an increased number of segments allow increased flexibility in scheduling, but may require more complex processing at the destination node) and given as separate inputs to the ILP. However, we assume that for most applications it is desirable to have some level of control over the number of segments, routes over the physical topology etc. In such cases, simply viewing a demand as a collection of
independent components, under the continuous model, will not be sufficient and the proposed segmented model will be required. In this context, we also note that for certain applications, it may be possible to have concurrent transmission of smaller segments of a demand. However, this will exacerbate the problem of jitter and out-of-order delivery of segments, and more complex control mechanisms will be required at the destination node for reassembling the different segments. Therefore, we have not considered this option in this chapter.

5.2 Notation

In our ILP formulations, we will use the following notation for input data:

- \( E \): The set of directed edges in the physical topology, each edge representing a fiber in the network.
- \( N \): The set of end-nodes in the network.
- \( K \): A set of channels that each fiber can accommodate.
- \( F_q \): The priority of demand \( q \).
- \( Q_c \): The set of all continuous traffic demands, \textit{i.e.} demands that cannot be divided into multiple segments.
- \( Q_n \): The set of all segmented traffic demands, \textit{i.e.} demands that may be divided into multiple segments, if necessary.
• $Q$: The set of all traffic demands. Each element $q \in Q$ is represented as $(s_q, d_q, b_q, \alpha_q, \omega_q, \tau_q)$. We note that $Q = \bigcup Q_n$.

• $s_q (d_q)$: Source (destination) node of demand $q$.

• $b_q$: The number of lightpaths required by demand $q$. Here, we consider traffic demands with a coarse granularity (corresponding to the number of lightpaths to be routed over the network).

• $\alpha_q (\omega_q)$: The start (end) time of the larger window of demand $q$ during which the demand must be met, expressed in terms of the first (last) interval during which the demand may be active.

• $\tau_q$: The holding time of demand $q$, expressed in terms of the number of intervals during which the demand is active (fractional values are rounded up) $0 < \tau_q \leq \omega_q - \alpha_q + 1$.

• $R$: A set of pre-computed edge-disjoint routes, over the physical topology to be considered for RWA, between each ordered pair of end-nodes.

• $H^e_{r,q}$: A matrix where each cell is set to 1 if the $r^{th}$ physical route of demand $q$ from $s_q$ to $d_q$ includes fiber link $e$, 0 otherwise.

We define a number of binary variables as follows:

• $a_{q,i} = 1$, if and only if demand $q$ is active during the interval $i$, 0 otherwise.
\[ x_{r,q}(z_{r,q}) = 1, \text{ if and only if the } i^{th} \text{ physical route is selected to route the primary (backup) lightpath for demand } q, \text{ 0 otherwise.} \]

\[ \gamma_{k,e,q}^i \left( \delta_{k,e,q}^i \right) = 1, \text{ if and only if channel } k \text{ on edge } e \text{ is assigned to the primary (backup) lightpath for demand } q \text{ during the interval } i, \text{ 0 otherwise.} \]

\[ p_{k,q}^i \left( b_{k,q}^i \right) = 1, \text{ if and only if channel } k \text{ is assigned to the primary (backup) lightpath for demand } q \text{ during the interval } i, \text{ 0 otherwise.} \]

\[ y_q = 1, \text{ if and only if demand } q \text{ is accommodated, 0 otherwise.} \]

We also define the following continuous variables. These continuous variables will be constrained to take values of 0 or 1 only, as explained in Section 5.4.

\[ \sigma_{e,q}^i \left( \lambda_{e,q}^i \right) = 1, \text{ if and only if the primary (backup) lightpath for demand } q \text{ uses edge } e \text{ during the interval } i, \text{ 0 otherwise.} \]

The variables \( z_{r,q}, \delta_{k,e,q}^i, b_{k,q}^i, \) and \( \lambda_{e,q}^i, \) associated with backup lightpaths, are not needed for the fault-free formulation (ILP-S). They are used in ILP-DP (Sec. 5.5.1) to implement path protection. We also note that in our formulations \( \sigma_{e,q}^i \) and \( \lambda_{e,q}^i \) are the only continuous variables, and all other variables are binary variables.

5.3 ILP Formulation for Segmented Demands (ILP-S)
The formulation presented here allocates each demand within its time window, separating them into segments if necessary, and performs RWA for each demand that is routed over the network. The different segments are still treated as part of a single demand, rather than a series of independent demands.

\[
\text{Maximize } \sum_{q \in Q} y_q \tag{5.1}
\]

If a demand \( q \) is accommodated, then \( y_q = 1 \). Hence, the objective function (5.1) maximizes the number of demands that can be accommodated in the network, by maximizing \( \sum_{q \in Q} y_q \). It is also possible to assign a weight to each demand \( q \), either in terms of its bandwidth requirement \( b_q \), or a preassigned priority level \( F_q \). In that case the objective function would be changed to Maximize \( \sum_{q \in Q} b_q \cdot y_q \) or Maximize \( \sum_{q \in Q} F_q \cdot y_q \).

Subject to:

a) Demand holding time constraints

\[
\sum_{i, \alpha_q \leq i \leq \omega_q} \alpha_{q,i} = y_q \cdot \tau_q \quad \forall q \in Q \tag{5.2}
\]

\[
\alpha_{q,i} = 0 \quad \forall q \in Q, \forall i, i < \alpha_q, \forall i, i > \omega_q \tag{5.3}
\]

Eq. (5.2) ensures that the sum of the active intervals for each demand \( q \) equals to its holding time. A demand is allocated resources only if it is accommodated (i.e.,
Eq. (5.3) guarantees that no interval is active for demand $q$ outside its larger window.

b) Route assignment for primary lightpaths

$$\sum_{r,0 \leq r < R} x_{r,q} = y_q \quad \forall q \in Q$$

(5.4)

Eq. (5.4) ensures that an accommodated demand is assigned exactly one physical route for its primary lightpath. This means that bifurcated routing of demands will not be allowed, if the above constraint is enforced.

$$\sum_{r,0 \leq r < R} x_{r,q} \cdot H_{r,q}^e + \alpha_{q,i} - \sigma_{e,q}^i \leq 1 \quad \forall q \in Q, \forall e \in E, \forall i, \alpha_q \leq i \leq \omega_q$$

(5.5)

$$\sum_{r,0 \leq r < R} x_{r,q} \cdot H_{r,q}^e \geq \sigma_{e,q}^i \quad \forall q \in Q, \forall e \in E, \forall i, \alpha_q \leq i \leq \omega_q$$

(5.6)

$$\alpha_{q,i} \geq \sigma_{e,q}^i \quad \forall q \in Q, \forall e \in E, \forall i, \alpha_q \leq i \leq \omega_q$$

(5.7)

The variable $\sigma_{e,q}^i$ indicates whether demand $q$ is routed over link $e$ during an interval $i$. Constraints (5.5) - (5.7) are used to set the value of $\sigma_{e,q}^i$ to either 0 or 1. The first term in (5.5) is set to 1 if the $r^{th}$ route is selected for the primary lightpath(s) for demand $q$ (i.e. $x_{r,q} = 1$) and this route includes edge $e$ (i.e. $H_{r,q}^e = 1$). In other words

$$\sum_{r,0 \leq r < R} x_{r,q} \cdot H_{r,q}^e = 1$$

if the lightpath(s) for demand $q$ use physical link $e$ and demand $q$ is
active during interval $i$ (i.e., $a_{q,i} = 1$), then (5.5) forces $\sigma^i_{e,q}$ to be 1. Otherwise, constraints (5.6) and (5.7) set $\sigma^i_{e,q}$ to 0.

c) Wavelength assignment for primary lightpaths

$$\sum_{k \in K} \gamma^i_{k,e,q} = b_q \cdot \sigma^i_{e,q} \quad \forall q \in Q, \forall e \in E, \forall i, \alpha_q \leq i \leq \omega_q \quad (5.8)$$

$$\sum_{q \in Q} \sum_{k \in K} \gamma^i_{k,e,q} \leq |K| \quad \forall e \in E, \forall i \quad (5.9)$$

$$\sum_{q \in Q} \gamma^i_{k,e,q} \leq 1 \quad \forall k \in K, \forall e \in E, \forall i \quad (5.10)$$

According to constraint (5.8), there are exactly $b_q$ channels allocated to demand $q$ on edge $e$ during interval $i$, if the primary lightpath(s) of $q$ are active and use edge $e$ during interval $i$. Constraint (5.9) ensures that total channels used on a link must not exceed $|K|$. Constraint (5.10) states that a channel $k$ on link $e$ can be assigned to at most 1 demand during an interval $i$. We note that it is possible for different segments of the same demand to be assigned different wavelengths on the same link $e$ at different intervals. This means that wavelength continuity along different slots (intervals) is not enforced in ILP-S. If it is desired to do this, we simply have to include constraints (5.25) and (5.26) from Section 5.5.2 in ILP-S.

d) Wavelength continuity constraint for primary lightpaths

$$\sum_{k \in K} p^i_{k,q} = b_q \cdot \alpha_{q,i} \quad \forall q \in Q, \forall i, \alpha_q \leq i \leq \omega_q \quad (5.11)$$
\[
\gamma_{k,e,q}^i \leq p_{k,q}^i \quad \forall q \in Q, \forall k \in K, \forall e \in E, \forall i, \alpha_q \leq i \leq \omega_q
\] (5.12)

Constraints (5.11) and (5.12) together are used to enforce the wavelength continuity constraint. Constraint (5.11) states that exactly \( b_q \) channels are allocated to demand \( q \) if it is active during interval \( i \) (\( \alpha_{q,i} = 1 \)), and no resources are allocated if it is inactive during interval \( i \) (\( \alpha_{q,i} = 0 \)). Constraint (5.12) states that if a channel \( k \) is assigned to demand \( q \) during interval \( i \) (i.e., \( p_{k,q}^i = 1 \)), then the same channel \( k \) must be assigned to \( q \) on all physical links \( e \) traversed by \( q \), thus enforcing the wavelength continuity constraint.

### 5.4 Complexity Analysis of the ILP

An ILP is characterized by the number of integer and continuous variables and the number of constraints. Table 5.1 gives the number of integer variables, continuous variables, and constraints in the formulation presented in section 5.3. It has been well established that the complexity of an ILP is exponential in the number of integer variables [90], and typically, this is the primary factor determining if the ILP will be computationally tractable. Therefore, in our formulation, we have tried to reduce the number of integer (binary) variables, by using a technique where we declare a variable (e.g. \( \sigma_{e,q}^i \)) as a continuous variable, but restricts its permissible values to 0 and 1. So, instead of defining \( \sigma_{e,q}^i \) as a binary variable, we need to carefully formulate the
constraints such that $\sigma'_{e,q}$ is only allowed to take on integer values. This is exactly what we have done in constraints (5.5) - (5.7). Clearly, this technique cannot be applied to all binary variables, but where applicable it allows us to reduce the complexity of the ILP by reducing the number of binary variables at the expense of more continuous variables. In the table, we used $i_t$ to indicate the total number of intervals over the entire time period during which the demands may be active.

<table>
<thead>
<tr>
<th>Formulation</th>
<th># Integer variables</th>
<th># Continuous variables</th>
<th># Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>ILP-S</td>
<td>$2</td>
<td>Q</td>
<td>(R + i_t</td>
</tr>
<tr>
<td></td>
<td>$+i_t</td>
<td>Q</td>
<td>(2</td>
</tr>
<tr>
<td></td>
<td>$+</td>
<td>Q</td>
<td>$</td>
</tr>
</tbody>
</table>

Table 5.1: Number of variables and constraints in the ILP formulations.

### 5.5 Extensions to the ILP Formulation

In this section, we discuss a number of useful extensions to the ILP formulation presented in section 5.3. These include constraints for implementing path protection, handling traditional fixed window and continuous sliding window models, as well as a number of other extensions.
5.5.1 Implementing Path Protection (ILP-DP)

The use of path protection techniques [91, 92] has emerged as a widely accepted strategy for providing guaranteed survivability of network traffic in WDM networks. In this approach, for each primary (or working) lightpath an edge-disjoint backup (or protection) lightpath must be established over the network. The resources for the backup lightpaths are reserved in advance during connection setup. Therefore, path protection guarantees that in case of a single link failure, the traffic on the failed lightpath(s) can be re-routed to their destinations over the corresponding backup lightpaths. In dedicated protection, the resources allocated to a backup path cannot be shared with any other primary or backup path. Shared path protection improves resource utilization by allowing resource sharing among two or more backup paths, if the corresponding primary paths are edge-disjoint. In this section, we present a formulation (ILP-DP) that shows how the original formulation (ILP-S) can be extended in order to implement dedicated path protection. Shared protection can also be implemented by adding a few additional constraints to the formulation for dedicated protection, as described in [30]. ILP-DP has the same objective function and RWA constraints for primary lightpaths as ILP-S. Therefore, in this section, we have only listed the additional constraints required for the backup lightpaths. The complete formulation for implementing path protection includes the objective function and constraints from ILP-S plus constraints (5.13) – (5.22) given below.

a) Primary and backup lightpaths must be edge-disjoint
\[ \chi_{r,q} + z_{r,q} \leq 1 \quad \forall q \in Q, 0 \leq r < R \]  \hfill (5.13)

b) Route assignment for backup lightpaths

\[ \sum_{r, 0 \leq r < R} z_{r,q} = y_q \quad \forall q \in Q \]  \hfill (5.14)

\[ \sum_{r, 0 \leq r < R} z_{r,q} \cdot H_{r,q}^e + \alpha_{q,i} - \lambda_{e,q}^i \leq 1 \quad \forall q \in Q, \forall e \in E, \forall i, \alpha_q \leq i \leq \omega_q \]  \hfill (5.15)

\[ \sum_{r, 0 \leq r < R} z_{r,q} \cdot H_{r,q}^e \geq \lambda_{e,q}^i \quad \forall q \in Q, \forall e \in E, \forall i, \alpha_q \leq i \leq \omega_q \]  \hfill (5.16)

\[ \alpha_{q,i} \geq \lambda_{e,q}^i \quad \forall q \in Q, \forall e \in E, \forall i, \alpha_q \leq i \leq \omega_q \]  \hfill (5.17)

c) Wavelength assignment for backup lightpaths

\[ \sum_{k \in K} \delta_{k,e,q}^i = b_q \cdot \lambda_{e,q}^i \quad \forall q \in Q, \forall e \in E, \forall i, \alpha_q \leq i \leq \omega_q \]  \hfill (5.18)

\[ \sum_{q=Q} \sum_{k \in K} (y_{k,e,q}^i + \delta_{k,e,q}^i) \leq K \mid \forall e \in E, \forall i \]  \hfill (5.19)

\[ \sum_{q=Q} (y_{k,e,q}^i + \delta_{k,e,q}^i) \leq 1 \quad \forall k \in K, \forall e \in E, \forall i \]  \hfill (5.20)

d) Wavelength continuity constraint for backup lightpaths

\[ \sum_{k \in K} b_{k,q}^i = b_q \cdot a_{q,i} \quad \forall q \in Q, \forall i, \alpha_q \leq i \leq \omega_q \]  \hfill (5.21)

\[ b_{k,q}^i \geq \delta_{k,e,q}^i \quad \forall q \in Q, \forall k \in K, \forall e \in E, \forall i, \alpha_q \leq i \leq \omega_q \]  \hfill (5.22)
In the above formulation, constraint (5.13) ensures that the routes for the primary and backup paths are edge-disjoint. The remaining constraints, (5.14) - (5.22), for RWA of backup lightpaths are analogous to the corresponding constraints for primary lightpaths, as explained in ILP-S. In particular, constraints (5.15) - (5.17) ensure that resources for backup paths of a demand $q$ are allocated only during the active intervals of the demand (i.e., when $a_{q,i} = 1$). Similarly, primary paths are also allocated only during active intervals. Since the total number of active intervals is limited to $\tau_q$, it means that a working path and its corresponding backup path must be created in the same (active) interval(s). Therefore, 100% restorability is achieved during each active interval. Finally, constraint (5.19) states that the total number of primary and backup lightpaths on edge $e$ during interval $i$ cannot exceed $|K|$, and constraint (5.20) states that at most one lightpath (either primary or backup) can be assigned to channel $k$ on link $e$ during interval $i$.

### 5.5.2 Handling Continuous Demands (ILP-C)

As we have noted in the introduction, although our proposed segmented model allows increased flexibility in scheduling demands, it may not be suitable for all applications. In these cases, either the fixed window or the continuous sliding window model may be more appropriate, and we refer to the corresponding demands as *continuous* demands. Continuous demands can be easily accommodated in our approach with a few additional variables and constraints, as discussed in this section.
For the continuous sliding window model, the start time is not fixed, but once transmission starts all segments must be sent in consecutive intervals, along the same route and set of channels. For this case, we define and add the following binary variables and constraints. In this section, we focus on the constraints for the primary lightpaths, but similar constraints for backup lightpaths can be easily added.

- \( st_{q,i} = 1 \), if and only if transmission of demand \( q \) starts during the interval \( i \), 0 otherwise.
- \( \gamma_{k,e,q} = 1 \), if and only if channel \( k \) on link \( e \) is assigned to demand \( q \), 0 otherwise.

The following constraints should be added to the ILP-S formulation:

\[
\sum_{i, \alpha_q \subseteq i \leq \omega_q} st_{q,i} = y_q \quad \forall q \in Q_c \tag{5.23}
\]

\[
a_{q,i+j} \geq st_{q,i} \quad \forall q \in Q_c, \forall i, \alpha_q \leq i \leq \omega_q, \forall j, 0 \leq j < \tau_q \tag{5.24}
\]

\[
\sum_{k \in K} \gamma_{k,e,q} = b_q \cdot \sum_{r, 0 \leq r < R} \chi_{r,q} \cdot H_{r,q}^e \quad \forall q \in Q_c \tag{5.25}
\]

\[
\gamma'_{k,e,q} \leq \gamma_{k,e,q} \quad \forall q \in Q_c, \forall e \in E, \forall k \in K, \forall i, \alpha_q \leq i \leq \omega_q \tag{5.26}
\]

Constraint (5.23) ensures that there is exactly one starting interval for a demand \( q \), which is routed over the network (i.e., if \( y_q = 1 \)). Constraint (5.24) sets \( a_{q,i+j} \) = 1 for \( \tau_q \) consecutive intervals starting with \( st_{q,i} = 1 \); this ensures that the segments for demand \( q \) are sent continuously in \( \tau_q \) consecutive intervals, starting from interval \( st_{q,i} \).
Constraints (5.25) and (5.26) ensure that all segments for demand \( q \) are sent using the same \( b_q \) channels during each interval. As before, if wavelength continuity constraint needs to be enforced, then constraints (5.11) and (5.12) must also be added.

The above variables and constraints can be used directly for the fixed window model as well. As long as the start and end times (\( \alpha_q \) and \( \omega_q \)) satisfy the condition \( \tau_q = \omega_q - \alpha_q + 1 \), the entire demand will be sent as a single segment, using the same physical route and set of wavelengths. We note that an ILP formulation that directly models the continuous demands will be more efficient than the above method of restricting a more generalized segmented model. In terms of the number of binary variables, the route assignment variables (\( \chi_{r,q} \)) and demand accommodation variables (\( y_q \)) would be the same for both cases. But, ILP-C requires more wavelength assignment variables (since they must be defined for each interval); also the demand starting variables (\( st_{q,i} \)) must be defined as integer variables, which is not necessary in the continuous model. This results in increased complexity for ILP-C compared to traditional formulations. However, it is important to note that even for the traditional continuous model, the optimal formulations become computationally intractable for practical networks, hence heuristics are ultimately needed in both cases (continuous and segmented).

### 5.5.3 Allow Segments to Follow Multiple Physical Routes (ILP-MR)
In our formulation, we have assumed that all segments for a demand use the same physical route, in order to reduce the chances of out-of-order segments at the receiver. However, this restriction can be relaxed if appropriate. In order to do this, we define a new binary variable $\chi^i_{r,q}$ to replace $\chi_{r,q}$ in the original formulation.

- $\chi^i_{r,q} = 1$, if and only if the $r^{th}$ physical route is selected to route demand $q$ during interval $i$, 0 otherwise.

Finally, constraint (5.4) is replaced by constraint (5.27), given below, and variable $\chi_{r,q}$ is replaced by $\chi^i_{r,q}$ in constraints (5.5) and (5.6). A similar technique can also be used for backup lightpaths, if path protection is implemented.

$$\sum_{r,0 \leq r < R} \chi^i_{r,q} = a_{q,i} \quad \forall q \in Q, \forall i, \alpha_q \leq i \leq \omega_q$$ (5.27)

### 5.5.4 Search All Paths Based on Flow Conservation Constraints (ILP-FC)

In our original formulation (ILP-S), we do not search for all possible paths over the physical topology, but have restricted our search space by adopting the approach used in [34]. However, we note that the exact link level formulation, obtained using flow conservation constraints, is also of interest, and requires only minor changes to our original ILP. Therefore, we are including the link-level formulation below. For the
new formulation, we first replace the variables $\chi_{r,q}$ in ILP-S by the binary variables $\chi_{e,q}$ defined below.

- $\chi_{e,q} = 1$ if and only if demand $q$ is routed over physical link $e$, 0 otherwise.

Then, we simply replace constraints (5.4) - (5.6) in ILP-S by the new constraints (5.28) - (5.30) as defined below.

$$\sum_{e \in (u,v) \in E} \chi_{e,q} - \sum_{e \in (v,u) \in E} \chi_{e,q} = \begin{cases} y_q & \text{if } u = s_q \\ -y_q & \text{if } u = d_q \\ 0 & \text{otherwise} \end{cases} \quad \forall q \in Q, \forall u \in N$$ (5.28)

Eq. (5.28) is the standard flow constraint [85], and is used to find the best route over the physical topology, for each established lightpath.

$$\chi_{e,q} + a_{q,i} - \sigma^i_{e,q} \leq 1 \quad \forall q \in Q, \forall e \in E, \forall i, \alpha_q \leq i \leq \omega_q$$ (5.29)

$$\chi_{e,q} \geq \sigma^i_{e,q} \quad \forall q \in Q, \forall e \in E, \forall i, \alpha_q \leq i \leq \omega_q$$ (5.30)

Constraint (5.29) ensures that if both $\chi_{e,q} = 1$ and $a_{q,i} = 1$, then $\sigma^i_{e,q}$ must be set to 1. Constraint (5.30) states that if $\chi_{e,q} = 0$, then $\sigma^i_{e,q}$ must be 0.

5.5.5 Limiting the Number of Segments (ILP-NS)
For some applications, it may be desirable to ensure that the maximum number of individual segments for a demand does not exceed a pre-specified limit $S_{\text{max}}$. In order to do this, we introduce a new binary variable $\psi_{q,i}$, which indicates if interval $i$ is the beginning of a new segment for demand $q$. We also add the new constraints given below.

- $\psi_{q,i} = 1$, if and only if interval $i$ is the start of a new segment for demand $q$, 0 otherwise.

The following constraints should be added to the original formulation:

$$a_{q,i} - a_{q,i-1} \leq \psi_{q,i} \quad \forall q \in Q, \forall i, \alpha_q \leq i \leq \omega_q$$  \hspace{1cm} (5.31)

$$a_{q,i} \geq \psi_{q,i} \quad \forall q \in Q, \forall i, \alpha_q \leq i \leq \omega_q$$  \hspace{1cm} (5.32)

$$a_{q,i-1} + \psi_{q,i} \leq 1 \quad \forall q \in Q, \forall i, \alpha_q \leq i \leq \omega_q$$  \hspace{1cm} (5.33)

$$\sum_{i,\alpha_q \leq i \leq \omega_q} \psi_{q,i} \leq S_{\text{max}} \quad \forall q \in Q$$  \hspace{1cm} (5.34)

Constraint (5.31) indicates interval $i$ is the start of a new segment (sets $\psi_{q,i} = 1$) if interval $i$ is active, but the previous interval $i-1$ is not. Constraint (5.32) states that only active intervals can be the start of a new segment, and (5.33) states that if interval $i-1$ is active, then interval $i$ cannot be the start of a segment. Finally (5.34) ensures that the maximum number of segments does not exceed $S_{\text{max}}$. 
5.6 RWA Heuristic for Segmented Scheduled Demands (H-SSD)

The ILP formulations discussed in the previous sections become computationally intractable for large networks. In this section we present our heuristic for RWA of Segmented Scheduled Demands (H-SSD) without any wavelength conversion. The heuristic can be used for practical networks with a large number of demands. For a given fiber network with a specified number of channels per fiber and a set of segmented scheduled demands, H-SSD tries to allocate resources in a way that accommodates as many demands as possible. We have used the following additional notation to describe the heuristic:

- \( S_{e,i} \): The set of free channels (channels not allocated or temporarily locked to any lightpath) on the link \( e \) at the interval \( i \).
- \( M_q \): The set of potential active intervals \( i \), for the demand \( q \), where \( \alpha_q \leq i \leq \omega_q \).
- \( A_q \): The set of active intervals \( i \), for the demand \( q \), where \( \alpha_q \leq i \leq \omega_q \).
- \( O_e \): The set of intervals during which link \( e \in E \) may become congested.
- \( Q_{alloc} \): The set of allocated demands.
- \( Q_{unalloc} \): The set of unallocated demands.
- \( r_{q,i} \): The set of edges in the selected (least-congested) route for demand \( q \) during the interval \( i \).
• \( W_{q,i} \): The set of free channels that can be allocated to demand \( q \) along its selected route \( r_{q,i} \), during the interval \( i \). \( W_{q,i} \leftarrow \bigcap_{e \in r_{q,i}} S_{e,i} \).

• \( C_{q,i}^{r} \): The maximum congestion (in terms of the number of channels) on any edge for the \( r^{th} \) route of the demand \( q \) during the interval \( i \).

• \( K_{e,i} \): The set of channels (wavelengths) on each link \( e \in E \) that have been allocated or temporarily locked for a lightpath at the interval \( i \).

• \( \eta_{q} \): The set of intervals during which the demand \( q \) can be routed using only uncongested links.

• \( \zeta_{q} \): The set of intervals during which the demand \( q \) uses at least one congested link.

H-SSD allows different segments of a demand to use different routes, but constraints similar to those in section 5.3 may be easily incorporated here as well. In H-SSD, when allocating resource to a demand \( q \), the following constraints must be met:

• The number of WDM channels allocated on a link does not exceed \( |K| \), in any interval \( i \).

• The number of active intervals for a demand \( q \) equals its total demand holding time \( \tau_{q} \).
Overall, the entire algorithm is implemented in several phases as indicated in Fig. 5.1.

a) PHASE 0: Initialization

Initially, none of the demands have been allocated resources, so we set $Q_{alloc} \leftarrow \phi$ and $Q_{unalloc} \leftarrow \phi$. We also initialize the link capacities and set the values of $S_{e,i}$ to indicate that all channels on all links are free. During this phase, we also input $R$ pre-computed routes, over the physical topology, for each node-pair.

b) PHASE 1: Contention-free Resource Reservation

The next phase of the heuristic (PHASE 1, lines 4 - 20 in Fig. 5.1) allocates resources only to those demands, which can be allocated without any contention with other demands. This phase is decomposed into 2 sub-phases - resource reservation and contention-free allocation.

Resource reservation: During the resource reservation phase of the heuristic (PHASE 1a, lines 6 - 12 in Fig. 5.1), each demand, $q \in Q_{unalloc}$, is processed one by one. For each demand $q$ and each interval $i \in M_q$, we select the least-congested route $r$ (from among the $R$ pre-computed routes between $s_q$ and $d_q$) for routing demand $q$ during interval $i$. The congestion of a route, during interval $i$, is defined as the maximum number of channels allocated on any link $e$ on that route, and is calculated based on the previously processed demands in
PHASE 1a. If the selected route has sufficient capacity to support demand $q$ during interval $i$, we temporarily “lock” a set of $b_q$ channels for demand $q$ for that interval (lines 10 - 11). Otherwise, we identify each link $e$ on the selected route $r$, which does not have sufficient resources and add interval $i$ to $O_e$ (line 12). In other words $i \in O_e$ indicates that link $e$ may become congested during interval $i$. The order, in which the demands are processed, in PHASE 1a, is not important. This is because line 12 (for step 1a) simply states that edge $e$ is congested during interval $i$, it does not matter which demands are causing the congestion. At the end of step 1a, the set of congested links for each interval has been determined. It is important to note that the main goal of the resource reservation phase is to identify the best candidate intervals for each demand $q$ (i.e., the intervals least likely to interfere with resource allocation of other demands). However, no resources are actually allocated during this phase; they are just temporarily “locked” for future use, if needed.

Contention-free Allocation: During contention-free allocation (PHASE 1b, lines 13 - 19 in Fig. 5.1), the goal is to allocate resources to the demands which can be accommodated using only those intervals during which the congested links can be avoided. In order to do this, we first identify the intervals $i \in \zeta_q$, i.e., the intervals during which demand $q$ may need to use channels on a “congested” link $e$. We set $i \in \zeta_q$, if $i \in O_e$ (as determined during PHASE 1a) and the link $e$ is on the route selected (in PHASE 1a) for demand $q$ during
interval $i$. Then, $\eta_q = M_q - \zeta_q$ represents the set of intervals available for allocating demand $q$ using “uncongested” links only. If $|\eta_q| \geq \tau_q$, then we simply select $\tau_q$ intervals from the set $\eta_q$ and allocate $b_q$ channels for demand $q$ during each selected interval. Otherwise, demand $q$ cannot be accommodated during the current iteration of PHASE 1. In case demand $q$ is successfully accommodated, any locked resources for this demand during the remaining intervals in $M_q$ are released. We note that the set of intervals $\eta_q$ does not necessarily consist of consecutive intervals. It simply contains the intervals $i$ during which $q$ may be allocated without contention with other demands. Since a demand $q$ is allocated only if it can be done without using any congested links in each active interval, such allocation will never prevent any other demands (processed later) from being allocated. Therefore, in PHASE 1b (as in PHASE 1a), the order of processing the demands is not important. Therefore, even though we process one demand at a time, it does not guarantee that all segments of an allocated demand will occupy adjacent intervals.

Each time a demand is successfully allocated in this phase, certain resources that were reserved during PHASE 1a, but are no longer needed, are released and become available for other demands. This means that a link $e$ that was previously designated as “congested” during interval $i$ may no longer be congested. This in turn may allow some additional demands to be accommodated using the newly uncongested links. So, this is an iterative
process, and the whole process, i.e. PHASE 1a followed by PHASE 1b (lines 5 - 20), must be repeated until no more demands can be allocated using “uncongested” links only.

c) PHASE 2: Greedy Resource Allocation

In PHASE 2, any remaining demands, which could not be accommodated during PHASE 1, are processed using a “greedy” scheme (lines 22 - 33 in Fig. 5.1). If desired, the demands can be sorted, using one of the criteria given below. In case of ties, we arbitrarily pick one demand to be processed first.

• **criterion 1**: the unallocated demand set $Q_{unalloc}$ is sorted in an ascending order of the number of intervals needed.

• **criterion 2**: the unallocated demand set $Q_{unalloc}$ is sorted in a descending order of the demand priority ($q_{priority}$), where $q_{priority} = \frac{\text{(number of intervals still needed for demand } q)}{\text{(number of intervals remaining until } \omega_q)}$.

Then, each demand from the sorted list $Q_{sort}$ is processed one by one. For each demand $q$, we compute the set $\eta_q = M_q - \zeta_q$ as before and allocate channels for $q$ during these intervals. For the remaining segments of $q$, if the demand traverses a congested link during interval $i$, and a sufficient number of channels are available, we greedily allocate these to the demand, until we find $\tau_q$ intervals for demand $q$. If successful, then resources for demand $q$ are
allocated; otherwise demand \( q \) cannot be accommodated, and all resources for this demand (during all other intervals) are released. As in PHASE 1, there is no guarantee that the intervals for demand \( q \) will be consecutive.

The algorithm returns a set of demands \( Q_{alloc} \) that contains all the demands that can be handled under the given resource constraints, along with their routes and assigned channels.

As mentioned earlier, the H-SSD heuristic allows different segments of a demand to use different routes, and does not place any limit on the number of segments used. For comparison purposes, it would be interesting to see how such a limit on the number of segments will affect the quality of the solutions. Imposing a limit on the maximum number of segments would require a significant shift from the overall design philosophy used in H-SSD, since resources for different active intervals of a demand can no longer be allocated independently of each other. Therefore, to incorporate segment limits, we have used a modified heuristic, as outlined below.

1) Allocate as many demands as possible (to \( Q_{alloc} \)), using only a single segment for each demand. This is done using the algorithm given in [34], for the traditional continuous model.

2) Process each remaining demand \( q \in Q_{unalloc} \) in a greedy manner.
a. Determine the minimum number of segments $S_q$ required to allocate demand $q$, based on the resources already allocated to the demands in $(Q_{alloc})$.

b. If $(S_q \leq S_{max})$ then

Allocate resources to demand $q$

$$Q_{alloc} = Q_{alloc} \cup \{q\}$$

Else demand $q$ is blocked.

5.6.1 Complexity Analysis of H-SSD Algorithm

In this section, we discuss the performance of the heuristic (H-SSD), i.e., how close the results are to the optimal solution when it can be found. We also comment on its time complexity. We shall treat the value of $R$ as constant. Disregarding the initialization phase (PHASE 0), we present an informal discussion on the complexity of H-SSD as follows.

The time required for the Resource Reservation is bounded by $O(|Q| \cdot i_{max} \cdot |E|)$, and the time for the Contention-free Resource Allocation is bounded by $O(|Q| \cdot i_{max})$. For the practical design problems on wide-area topologies that are in use today [32,
93, 94], typically \( i_{\text{max}} \leq |Q| \) and \( |E| \leq |Q| \). Therefore, we see that PHASE 1 is polynomially bounded over \(|Q|\).

Finally, for PHASE 2, the resources are allocated in a greedy manner, for each remaining demand during each active interval. The sorting can be done in \( O(|Q| \cdot \log |Q|) \) time using heap-sort. The remaining are bounded by \( O(|Q| \cdot i_{\text{max}}) \). Hence, PHASE 2, and therefore, the overall time complexity of H-SSD is polynomial in \(|Q|\). In contrast, the complexity of the corresponding ILPs is exponential. It is important to note that H-SSD does not require a specific bound on either the number of intervals \( i_{\text{max}} \), or the number of edges \(|E|\). However, in most practical cases \(|E|\) and \( i_{\text{max}} \) are much less than \(|Q|\), so the complexity of the heuristic depends primarily on \(|Q|\) for practical topologies.
Heuristic: H-SSD

Input: $G = (N, E)$, $\mathcal{K}$ and $\mathcal{Q}$.

Value returned: $Q_{alloc}$, and an appropriate RWA $\forall q \in Q_{alloc}$.

1: \hspace{1em} PHASE 0: Initialization
2: Set $Q_{alloc} \leftarrow \emptyset$ and $Q_{unalloc} \leftarrow \mathcal{Q}$
3: Read in $\mathcal{R}$ routes between each pair of nodes. Initialize $M_q$ and $S_{e,i}$.
4: \hspace{1em} PHASE 1: Contention-free Resource Allocation
5: \hspace{2em} while (demand can be added to $Q_{alloc}$) do
6: \hspace{3em} Resource Reservation
7: \hspace{4em} for each demand $q \in Q_{unalloc}$
8: \hspace{5em} for each interval $i, \alpha_q \leq i \leq \omega_q$
9: \hspace{6em} Select the least-congested route, $r_{q,i}$.
10: \hspace{6em} if congestion of $r_{q,i}$ does not exceed $|\mathcal{K}| - b_q$ then
11: \hspace{7em} Lock $b_q$ wavelengths from $\mathcal{W}_{r_{q,i}}$.
12: \hspace{6em} else $O_e \leftarrow O_e \cup \{i\}, \forall e \in r_{q,i}$.
13: \hspace{2em} Contention-free Allocation
14: \hspace{3em} for each $q \in Q_{unalloc}$
15: \hspace{4em} for each interval $i \in M_q$
16: \hspace{5em} if $e \in r_{q,i}$ and $i \in O_e$ then Update $\zeta_q$.
17: \hspace{5em} $\eta_q = M_q \setminus \zeta_q$.
18: \hspace{5em} if $|\eta_q| \geq \tau_q$ then Select $A_q$ such that $A_q \subseteq \eta_q$ and $|A_q| = \tau_q$
19: \hspace{5em} Release unused resources for demand $q$.
20: end while
21: \hspace{1em} PHASE 2: Greedy Resource Allocation
22: $Q_{sort} \leftarrow$ sorted demands from $Q_{unalloc}$.
23: for each $q \in Q_{sort}$ do
24: \hspace{2em} for each interval $i \in \eta_q$
25: \hspace{3em} Allocate $b_q$ channels from $\mathcal{W}_{r_{q,i}}$ for demand $q$ in interval $i$.
26: \hspace{2em} for each interval $i \in \zeta_q$
27: \hspace{3em} if sufficient channels are available on each link $e \in r_{q,i}$
28: \hspace{4em} Allocate $b_q$ channels from $\mathcal{W}_{r_{q,i}}$ for demand $q$ in interval $i$.
29: \hspace{3em} if $\tau_q$ active intervals have been found for demand $q$ then Break
30: \hspace{3em} if (total active intervals for $q$ is less than $\tau_q$) then
31: \hspace{4em} Release all resources for demand $q$ in all intervals.
32: \hspace{3em} else $Q_{alloc} = Q_{alloc} \cup \{q\}$.
33: end for
34: return ($Q_{alloc}$).

Figure 5.1: Pseudocode for H-SSD.
5.7 Experimental Results

In order to study the performance of our proposed segmented scheduled traffic model, we have tested our approach on a number of networks, varying in size from 6 to 20 nodes. For each network, we considered different number of demands and different amounts of available resources. In order to obtain a balanced perspective, the demands to be allocated were randomly generated in terms of all three criteria, i.e. the source-destination of each demand, the duration of each demand (between 3 and 6 hours, inclusive), and the bandwidth requirement for each demand. However, for a fair comparison, the same demand set was used to generate solutions using the different traffic models, e.g. fixed window, continuous sliding, and segmented models. For each size of demand set, 5 sets of demands were randomly generated and tested using different schemes. Each individual result presented here is the average of these 5 sets.

5.7.1 Results for the ILP

We were able to generate optimal solutions based on our ILP formulations, for small size networks (up to 6 nodes), using ILOG CPLEX solver [87]. Table 5.2 compares the total number of demands accommodated using the traditional scheduled traffic model and the ILP formulation (with wavelength converters) on the 6-node topology [56].
For these experiments, the number of demands were varied from 32 to 150 (indicated in the column $|Q|$), and the number of channels were varied from 4 to 16 (indicated in the column $|K|$). The column “Fixed” indicates the total number of demands that were accommodated by using the traditional fixed window approach, under the demand set and the number of channels given in the corresponding row. The columns “Continuous + 2hrs” and “Continuous + 4hrs” (“Sliding + 2hrs” and “Sliding + 4hrs”), indicate the same while using the traditional continuous (proposed segmented) sliding window approach, with the window size extended by 2hrs and 4hrs, respectively, over the fixed window demand holding time for each demand. The computation time ranged from several seconds (for 32 demands) to several hours for larger demand sets. As shown in the table, the ILP clearly outperforms the fixed window and the traditional sliding window approaches in all cases, with the amount of improvement increasing with the window size. We note that the fixed and continuous sliding window models are holding-time-aware models, which have already been shown to significantly outperform holding-time-unaware models. The performance improvements that can be achieved by our proposed model with respect to the holding-time-unaware approaches will be obviously much better.
Table 5.2: Comparison of total number of demands accommodated using the traditional scheduled traffic model and the ILP formulation (with wavelength converters) under different window size.

| |Q| | |K| | # of demand accommodated under the scheme |
|---|---|---|---|---|---|---|---|---|---|
| | | Fixed | Continuous +2 h | Continuous +4 h | Sliding +2 h | Sliding +4 h |
| 32 | 4 | 22.8 | 24.2 | 24.8 | 29.2 | 31.2 |
| 50 | 4 | 28.3 | 30.3 | 31.8 | 39.4 | 42.2 |
| 80 | 8 | 55.7 | 61 | 61.7 | 74.4 | 77.2 |
| 100 | 8 | 65.3 | 68.5 | 69.5 | 88.2 | 92 |
| 150 | 16 | 116.7 | 123.7 | 124 | 141.8 | 146.8 |

5.7.2 Results for H-SSD, Fault-free Case

To evaluate the quality of the solutions generated by the heuristic, we first compare the solutions to the optimal solutions (for cases where the optimal solution can be generated). For these cases, the heuristic solution is typically within 10% - 20% of the optimal solutions reported in Table 5.2. For larger networks, where the ILP is not able to find the optimal solution, we calculated an upper bound for the maximum number of accommodated demands based on an LP-relaxation of the proposed ILP-S, where all binary variables in ILP-S were declared as continuous variables. This relaxed formulation was solved using the CPLEX solver [87]. We note that the solution obtained by such LP-relaxation may lead to partially accommodated demands, or a single lightpath using multiple routes. In other words, it does not necessarily yield a feasible solution for our problem. However, it provides an upper
bound in the sense that the actual optimal solution can never be better than that obtained using LP-relaxation. The actual optimal solution that can be achieved is typically lower than the upper bound, and the difference increases as the number of demands increases. Table 5.3 shows the percentage difference between the calculated upper bound and the heuristic solution for 14-node NSFNET topology with $|K|=16$ and window size extended by 2 hours, 4 hours, and 6 hours, respectively. The computation time required for calculating the upper bound ranged from a few seconds to several hours. The heuristic typically required only a fraction of a second to generate a solution. We see from the Table that the heuristic solutions are consistently within 20% - 25% of the upper bound (and likely even closer to the actual optimal solution).

| $|Q|$ | Sliding +2 h (%) | Sliding +4 h (%) | Sliding +6 h (%) |
|------|-----------------|-----------------|-----------------|
| 100  | 0.00            | 0.00            | 0.00            |
| 150  | 6.00            | 4.67            | 2.67            |
| 200  | 15.58           | 13.50           | 9.00            |
| 300  | 23.27           | 23.18           | 17.41           |

Table 5.3: Comparison of H-SSD solutions to upper bound.

We studied the performance of the heuristic H-SSD using the well-known NSFNET (14 nodes, 21 bidirectional links and average degree of 3) and the ARPANET (20 nodes, 31 bidirectional links and average degree of 3.1) topologies
For these experiments, the number of demands was varied from 100 to 300. For each demand set, we compared the performance of our approach (using H-SSD) with both the fixed window and the traditional continuous sliding window approaches with the window size extended by 2hrs, 4hrs, and 6hrs over the fixed window demand holding time for each demand (the notation follows the similar convention as in Table 5.2 above). Even for the continuous model, ILP formulations become computationally intractable for practical networks. Therefore, we have used a modified version of an existing heuristic algorithm [34] to allocate resources for the continuous case.

Figure 5.2 (Fig. 5.3) shows the total number of demands that can be accommodated using H-SSD on the 14-node NSFNET (20-node ARPANET) network with no protection, when $|K|=16$ and criterion 2 (criterion 1) is used for sorting. We see that, in both cases, when the network is lightly loaded (i.e., the number of demands is lower), there is not much difference between the fixed window model and the proposed model. However, as the number of demands increases, the advantages of our segmented scheduled traffic model become more significant and the number of additional demands that can be accommodated (compared to the fixed window case) increases steadily. The results also confirm that increasing the length of the allowable time-window for each demand leads to improved performance, which is expected due to the increased flexibility in scheduling demands.
In terms of the effectiveness of sorting the demands according to different attributes, the results for both criteria were close. Table 5.4 shows a comparison of the
number of accommodated demands for the 14-node NSFNET topology, with $|K|=16$ and window size extended by 2 hours, when using different sorting criteria in PHASE 2 (including random selection of demands). For this configuration criterion 1 performed slightly better, and criterion 2 did not show any gains compared to random ordering. In general, we observed that sorting by criterion 1 performs slightly better in the case of smaller numbers of available channels per fiber and smaller window sizes, while criterion 2 provides better results when the number of channels per fiber and window size are increased. However, the gains are usually not substantial. So, the sorting step in PHASE 2 is optional and may be skipped if desired.

| $|Q|$ | $|K|$ | The number of accommodated demands |
|-----|-----|-----------------------------------|
|     |     | Criteria 1 | Criteria 2 | Random |
| 100 | 16  | 98         | 99         | 99     |
| 150 | 16  | 137        | 135        | 136    |
| 200 | 16  | 165        | 155        | 159    |
| 250 | 16  | 192        | 183        | 182    |
| 300 | 16  | 208        | 195        | 196    |

Table 5.4: The average number of accommodated demands for different sorting criteria in a 14-node network with window size extended by 2 hours.

The segmented scheduled traffic model not only outperforms the fixed window model, it also leads to significant improvements, in terms of the number of demands that can be accommodated by the network, compared to the traditional (i.e., continuous) sliding window model, which is currently the most flexible approach for
scheduling lightpath demands. Figure 5.4 shows the percentage improvements, in the number of accommodated demands, obtained using H-SSD over the traditional fixed and sliding window models on a 14-node fault-free network with $|K|=16$ when criterion 2 is used for sorting. When calculating the improvement over the fixed window model, we used the results from the segmented “Sliding +6hrs” case for comparison. In all the other cases, we extended the window size by the same amount for both the continuous and segmented models, in order to get a meaningful comparison. In each group of bars, corresponding to a specific demand size and link capacity, the first (second) bar indicates the percent improvement obtained using the segmented model compared to the continuous sliding window model, when the window size is extended by 4 hours (6 hours). The third bar indicates the percent improvement of the segmented model over fixed window approach. As shown in Fig. 5.4, our approach consistently outperforms both the fixed and continuous sliding window models. The improvements range from 10% to 30%, and vary depending on the available resources and load on the network.
Figure 5.4: Percentage improvements in the number of demands accommodated by the network, obtained using H-SSD compared to continuous scheduled traffic model.

Figure 5.5 shows the relative effect of increasing the number of channels ($|K|=8$ to $|K|=16$), or increasing the window size (from 2 hours to 6 hours) on the number of demands that can be accommodated in the network. Obviously, when we increase the amount of available resources (in this case, the number of WDM channels per fiber), it is possible to handle many more demands. However, it is interesting to note that a portion of the additional demands could also have been accommodated by using a larger window size, which is a much simpler option. Of course, if the network is seriously under-resourced, it will eventually become necessary to increase the capacity of the network. Increasing both parameters, i.e., window size and fiber capacity together, always yields the best results, as expected. We note that increasing the window size or number of channels leads to a corresponding increase in demands.
allocated for the continuous model as well. We have not reported the results separately here, since they followed a pattern similar to the segmented model. Overall, we observed that the relative improvement of the segmented model compared to continuous sliding window remained fairly consistent for the different values of $|K|$ and window size.

![Figure 5.5: Effect of increasing fiber capacity or window size on a 14-node network.](image)

### 5.7.2.1 Segment Allocation in Different Phases

In H-SSD, resource allocation for a demand can occur in Phase 1b (contention-free allocation) or Phase 3 (greedy allocation). Unless the demand size is very small (less than 50 demands), it is rare that the entire demand (i.e., all segments) can be allocated during Phase 1b. However, we have found that a non-negligible portion of the total segments of a demand can usually be allocated in a contention-free manner. Table 5.5
shows the average percentage of segments having contention-free allocation in a 14-node network with wavelength conversion for different demand sets and different window sizes. We see that as the size of the demand set or the window size increases, the proportion of segments that can be allocated in a contention-free manner decreases steadily. The first trend is expected since more demands lead to increased contention for resources. The decrease with window size occurs because a demand has more flexibility for when it is to be scheduled, and therefore can potentially overlap with many more demands.

| | | The average percentage of segments having contention-free allocation |
|---|---|---|---|
| | | Sliding +2 h (%) | Sliding +4 h (%) | Sliding +6 h (%) |
| 100 | 8 | 83.93 | 77.54 | 71.96 |
| 150 | 16 | 32.21 | 27.25 | 20.84 |
| 200 | 16 | 20.98 | 15.15 | 9.91 |
| 250 | 16 | 13.06 | 9.01 | 7.84 |
| 300 | 16 | 9.42 | 6.69 | 6.22 |

Table 5.5: The average percentage of segments having contention-free allocation in a 14-node network with wavelength conversion for different demand sets and different window sizes.

5.7.2.2 Results with Limited Number of Segments

In our original ILP formulation (ILP-S) and heuristic (H-SSD), no limits are imposed on the maximum number of segments allowed for decomposing a single demand. In order to investigate the effect of limiting the number of segments, we first
calculated how many segments, on average, were actually being used for each demand. These results are shown in Table 5.6 for the 14-node topology, and similar values were observed for other topologies, including the 6-node network, using ILP. Although there were a few isolated cases where a demand was decomposed into 4 or more segments, the vast majority of the demands were actually accommodated using only 1 - 3 segments. As a result, putting a limit on $S_{\text{max}}$, the maximum allowable number of segments, had no significant effect on the performance of the proposed ILP and heuristic, even for $S_{\text{max}} = 2$ or 3. We note that $S_{\text{max}} = 1$ corresponds to the traditional continuous sliding window model, for which we have already reported the results.

| $|Q|$ | $|K|$ | The average number of segments per demand |
|-----|-----|------------------------------------------|
|     |     | Sliding +2 h | Sliding +4 h | Sliding +6 h |
| 100  | 8   | 2.1         | 2.1          | 2.3          |
| 150  | 16  | 1.7         | 1.9          | 2.1          |
| 200  | 16  | 1.7         | 2.0          | 2.1          |
| 250  | 16  | 1.7         | 2.1          | 2.3          |
| 300  | 16  | 1.8         | 2.1          | 2.3          |

Table 5.6: The average number of segments per demand in a 14-node network.

5.7.3 Results for H-SSD, Path Protection

Figure 5.6 shows the amount of improvements in terms of the total number of demands that the network can handle, obtained using H-SSD, compared to traditional
(continuous) sliding window models, when dedicated path protection is implemented. The first (second) bar in each group indicates the relative improvement when the window size is extended by 2 hours (4 hours). The above results are for a 14-node network with $|K|=16$ when criterion 1 is used for sorting. Results for other networks show a similar pattern. The average improvement varies from about 12% (for a lower number of demands) to over 30% (for larger demand sets). The improvements over the fixed window model are much higher, varying from 35% to 45%.

Figure 5.6: Percentage improvements in the number of demands accommodated using H-SSD compared to continuous sliding window model, for dedicated path protection.

Finally, Fig. 5.7 shows, as expected, that almost twice as many demands can be accommodated (using the same parameters as in Fig. 5.6) in a network with no
protection versus one with dedicated path protection. More interestingly, we see that for both cases (i.e., fault-free and dedicated protection), increasing the window size from 2 hours to 6 hours leads to improved performance (by about 10% to 20% on average).

Figure 5.7: Comparison of the number of accommodated demands for fault-free networks versus dedicated protection.

5.8 Summary

The main contributions of this chapter are:

- We propose a new segmented scheduled traffic model, which is more flexible than the existing models for scheduled traffic and results in more efficient resource utilization.
• We present an ILP formulation that optimally solves the complete design problem and show that the traditional fixed and sliding window models for scheduled traffic can be treated as a special case of our proposed model.

• We present an efficient heuristic that can be used for larger networks with many scheduled demands.

• We demonstrate, through simulations that significant improvements can be achieved using our approach, even compared to existing holding-time-aware models, which already outperform holding-time-unaware models.
Chapter 6

Conclusions and Future Work

6.1 Conclusions

By exploiting knowledge of the connection holding times of traffic demands, this thesis proposes new traffic grooming techniques to achieve more efficient resource utilization in WDM optical networks. Efficient integer linear program (ILP) formulations are presented to address the complete traffic grooming problem consisting of logical topology design, routing and wavelength assignment, and routing of traffic demands over the selected topology. Although individual demands may be short lived, it is desirable to have a logical topology that is relatively stable and not subject to frequent changes. Therefore, the objective is to design a stable logical topology that can accommodate a collection of low-speed traffic demands with specified setup and teardown times. The proposed approach results in lower equipment cost and significantly reduces overhead for connection setup/teardown. A new technique for energy efficient routing and scheduling of periodic demands is also
presented to minimize the overall energy consumption of a network. Unlike most existing energy-aware traffic grooming approaches, our approach considers holding-time-aware demands, and adaptively selects the start times and routes for the demands in a way that allows the maximum number of lightpaths (from the specified base topology) to be switched off at any given time. Finally, this thesis introduces a new model, the *segmented sliding window model*, which is more flexible than the existing models for scheduled demands (including the sliding window model) and can be useful for a variety of applications requiring periodic use of bandwidth. We present ILP formulations that optimally divide a demand into multiple segments (if necessary), schedule each segment in time and perform RWA for each of the individual segments. Simulation results demonstrate that the proposed model can lead to additional improvements, even over existing holding-time-aware models.

### 6.2 Future Work

Grid computing requires high performance computing with resource sharing and high speed communications to support large-scale, data-intensive applications involving geographically distributed resources. Owing to their high reliability, high throughput, and low latency, optical networks are ideal for meeting capacity and connectivity requirements of grid applications. The optical network architecture used for grid computing is generally known as *optical, lambda, or photonic grid* [95]. Different solutions have been proposed to provide protection and fault-tolerance in
both grid computing and optical networks. But a new challenge in resilient optical grid
network design is to consider the interrelation between computing and network
resource usage and how they are affected by potential faults [96]. Therefore, it is
necessary to develop integrated algorithms that jointly allocate computing (e.g.
processor time) and network (e.g. link bandwidth) resources to improve resource
utilization while guaranteeing service availability.

In spite of the lower power cost per bit of optical networks, it is expected that one
of the most challenging issues in the next decade will be reducing the power
requirement for such core networks. For both traditional and optical grid paradigms,
the exact geographic location of the physical resource remains transparent to the user.
Typically the user does not care where exactly a specific job is executed. So, it is
possible to select one out of a number of possible destinations to execute a specific
job. This is known as the anycast [97] principle. By exploiting the inherent flexibility
of anycasting, we will propose new approaches to select the destination node and
perform routing and wavelength assignment (RWA) to minimize overall energy
consumption of a set of lightpath demands.
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