






2.7 Extension of ACO for Continuous Domain

probabilistically selecting a solution entry from T . The probability of selecting the

jth solution is given by :

pj = ωj∑k
r=1 ωr

(2.10)

where, ωj denotes the weight of the jth solution, given by:

ωj = 1
qk
√

2π
e
− 1( j− 1) 2

2q2k2 (2.11)

where, q is an algorithmic parameter. An increasingly wider range of solutions

become likely to be selected as the value of q rises. Small values of q give more

weight to a narrow range of solutions concentrated near the best entries.

Once a solution sl is selected, the ant samples the neighborhood of each decision

variable in sl. For the ith decision variable in sl, denoted by sil, the sampling is

performed using a probability density function. The use of a probability density

function, which is a continuous function, is a major difference of ACOR from ACO

where a discrete probability distribution function (the Equation 2.4, for example)

is used during solution construction. Any real valued positive function P (x) can

be used as the probability distribution function as long as the following criteria is

satisfied:

� ∞

−∞
P (x)dx = 1 (2.12)

However, the authors of [73] suggest using Gaussian function as the probability

distribution function for sampling according to the following formula:

P (x) = g(x, µ, σ) = 1
σ
√

2π
e
− (x− µ) 2

2σ2 (2.13)
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where, the parameters µ and σ are defined for each sji as follows:

µ = sji (2.14)

σ = ξ
k∑
r=1

|sir − sij|
k − 1 (2.15)

here, ξ is an algorithmic parameter. Higher values of ξ allows the resulting samples

being taken from a wider area, as a result the algorithm explores more and converges

slowly. Lower values of ξ on the other hand, narrow down the sampling, resulting

in fast convergence with less exploration. The role of ξ is similar to the pheromone

evaporation constant ρ in ACO in this regard [73].

Pheromone Update

Each of the m ants employed in an iteration constructs a solution in this way. At

the end of the solution construction phase, the new m solutions are added to the

pheromone table T , which contained k entries prior to this action. From the resulting

k + m entries in T , the worst m entries are removed. In this way, the collection of

solutions guiding the search is refined with each iteration.
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3. Proposed Approach

A heuristic to jointly optimize the relay node placement and the trajectory of a mo-

bile data collector in a 3-tier wireless sensor network (RNPT problem) is presented

in this chapter. The proposed approach operates in a 2-phase process. Taking the

coordinates of a set of sensors as input, a list of coordinates for placing relays in the

order meant to be visited by the mobile data collector is produced in the first phase

using an ant colony optimization approach. This ordered list is in fact a feasible

trajectory for the mobile data collector. This feasible trajectory if farther optimized

in the second phase. A deterministic algorithm, and a continuous ant colony op-

timization approach is presented in this chapter for further optimizing the feasible

trajectory.

3.1. The Network Model

A three-tiered wireless sensor network (Figure 3.1) is considered, where the lowest

tier comprises of a set of sensors. The sensors are assumed to be deployed to ensure

appropriate coverage of the sensing field. The sensors are organized in clusters,

where a relay node acts the cluster-head for each cluster. The middle tier consists of

the relays. Each relay is equipped with higher capacity CPU, memory, and power

source, and is capable of collecting, buffering and transmitting the data collected
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from sensors over a larger distance. The top tier consists of a mobile data collector

which is a base station mounted on a vehicle. The mobile data collector operates

without any power or memory constraints. The duty of the mobile data collector is

to traverse a pre-calculated trajectory to visit each of the relays in a predetermined

sequence and collect the data buffered in the relays.

Figure 3.1.: A 3-tier WSN.

3.2. Problem Formulation

It is assumed that the number of sensors and their positions in a flat 2-dimensional

sensing field are known. There are no obstacles in the field. Here r(R) denotes the
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communication range of the sensors(relays). The data from a sensor can be collected

by a relay as long as it lies within the region of influence of the sensor, which is a

disk of radius r centered at the sensor. Two or more sensors can have overlapping

regions of influence. Buffered data from a relay can be downloaded to the MDC as

long as it gets sufficiently close to the relay, i.e. within R distance from it. The

regions of influences of the sensors and the relays are illustrated in Figure 3.2. Since

relays are equipped with higher capacity batteries, R is greater than r.

Figure 3.2.: Regions of influences of the sensors and the relays.

The objective is to calculate a placement of relay nodes and a trajectory for the

MDC based on the said placement such that the number of relays and the length of

the trajectory are optimized.

The proposed solution approaches the problem in a two-phase process. In the first

phase, given the number and the locations of the sensors in a sensing field, an ordered

list of locations for placing relays is produced such that, every sensor is covered by

at least one relay while the number of relays and the total distance traveled by the

MDC when they are visited in the given order is optimized. This is carried out by

an ACO approach, presented in section 3.3. Since the resulting trajectory found in

the first phase is a feasible solution of the problem, henceforth it is referred to as a

feasible trajectory.

Such a trajectory determines the sequence in which the MDC travels from one relay
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to another in order to download the buffered data. In that regard, the resulting

trajectory presents a TSP solution. It has been mentioned earlier in section 2.3

that, a TSPN solution results in a shorter trajectory compared to the corresponding

TSP. Therefore, a feasible trajectory found from the first phase can be further refined

by calculating a TSPN-like tour where the neighborhoods are disks centered at each

relay. This refinement is carried out in the second phase. Two alternatives are

presented for refining a feasible trajectory: a deterministic heuristic in section 3.5,

and an ACOR approach in section 3.6. The scenario presented in Figure 3.3 shows

a sensing field containing 8 sensors labeled as s1, s2, . . . s8. This scenario is referred

to as the example scenario in the remainder of this chapter, and is used to illustrate

different stages of the proposed approach.

Figure 3.3.: An example scenario.
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3.3 Relay Placement and Trajectory Calculation

3.3. Relay Placement and Trajectory Calculation

An ACO approach to RNPT problem is presented in this section. Before the actual

ACO algorithm can begin, a preprocessing step for calculating the potential relay

locations is performed. Different components of the proposed ACO approach are

described next. The result of the proposed approach is a trajectory expressed as a

list, containing a subset of the potential relay locations.

3.3.1. Calculation of Potential Relay Locations

From a given set of sensors, the first step towards the solution is to calculate R, a set

of potential relay locations. Our proposed heuristic for selecting a set of potential

relay locations begins by initializing R as an empty set.

For each pair of sensors whose regions of influence overlap, the points of intersection

between the circles with radius r and centered at the sensors are added to the set

of potential relay locations. Note: there can be one or two such points depending

on whether the circles are touching or intersecting. Such locations are referred to

as class− I locations henceforth. In Figure 3.5, the locations labeled r2, r3, . . . r10

are such locations.

The sensors whose regions of influence do not overlap with those of any other sensors

are not yet covered by any potential relay location. Such senors are referred to as

disconnected sensors henceforth. For each disconnected sensor, a number of evenly

spaced points on the boundary of the sensor’s region of influence are added to R.

These locations are also classified as class− I locations. The concept is illustrated

in Figure 3.4(a) for 4 and 8 points. A limitation of this selection criteria is that the

size of R grows by factor of 4, or 8 with the number of disconnected sensors.

An alternative strategy for covering the disconnected sensors, is to add the location
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(a) Evenly spaced
points on the
boundary of a
sensor’s region of
influence.

(b) Selecting the lo-
cation of the sen-
sor as a potential
relay location.

Figure 3.4.: Different strategies for selecting potential relay locations for discon-
nected sensors.

of the sensor itself to R. This strategy ensures that the size of R would not exceed

the number of sensors. These locations however, would need special treatment dur-

ing calculation of trajectory. Therefore, they are classified as class−II locations, to

distinguish from the class−I locations. This concept is illustrated in Figure 3.4(b).

The location labeled r1 in Figure 3.5 is such a location. Results of experimentation

with three different strategies for choosing potential relay locations i.e., selecting the

centre point, or evenly spaced 4 points, or 8 points on the boundary are presented

in Chapter 4.

Let the number of locations be denoted byN . AnN×N matrixD is maintained such

that the ith row and column in D corresponds to the ith potential relay location.

Each entry dij in D represents the euclidean distance from location i to location j.

In order to speed up the execution, distance values are looked up from D instead
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Figure 3.5.: Potential relay locations in the example scenario (labels of sensors are
omitted for simplicity).

of calculating in all subsequent stages. Using an ACO approach, a subset from the

set of potential relay locations are chosen in an ordered list such that the following

design goals are achieved:

• Every sensor is covered by at least one relay in the list,

• The number of relays are optimized,

• The total traveling distance, when the relays are visited in that order, is min-

imized.
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3.3.2. ACO Approach for Jointly Solving Relay Placement and

Trajectory Calculation

The proposed ACO meta-heuristic for jointly solving the relay placement and tra-

jectory problem is presented in this section. Since the joint problem of relay node

placement and trajectory calculation has much in common with the TSP problem,

the proposed ACO approach follows the framework for solving the TSP, as pre-

sented in [75, 26]. Each iteration of the proposed approach consists of two steps,

the solution construction, and the pheromone updating step. The following tasks

are carried out during each iteration:

• Solution Construction:

a pre-specified number of ants are employed to construct tentative solutions.

Problem specific heuristic information and the existing pheromone trace is

consulted during the construction of a solution by each ant. The solution

constructed by each ant is refined by a local search procedure, then stored in

the memory.

• Pheromone Updating:

the pheromone trail values are updated based on the solutions generated in the

exploration phase. A stagnation detection method, described in Equation 3.3.8,

is also used to prevent the meta-heuristic from narrowing down to a possibly

local optima. Pheromone trails are reinitialized upon detection of stagnation.

The result of ACO approach is a trajectory for the MDC expressed as a list of points.

Such a trajectory found from the example scenario is illustrated in Figure 3.6. The

potential relay locations chosen are r1, r2, r5, and r4 , and they are intended to

be visited by the MDC in that order. Labels of sensors are omitted for the sake

of simplicity. Different components of the proposed ACO approach is described in
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detail in the following sub-sections.

Figure 3.6.: Outcome of the proposed ACO approach.

3.3.3. Solution Representation & Cost Metric

A solution instance essentially represents a trajectory for the MDC. For the re-

mainder of this thesis, a solution instance is assumed to be represented as a list of

locations. Each entry in the list is a 2-dimensional point in the Euclidean space. For

each point u in the list, next(u), and previous(u) denotes the points to be visited

after, and before visiting u respectively. Since this is a closed trajectory, if u is the

first entry, then previous(u) refers to the last entry of the list, and if u is the last

entry, then next(u) refers to the first entry of the list.

Since the solution is a list, index(u, S) denotes the index of a particular point u in

a solution instance S. The number of entries in a solution S is denoted by ls. The
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cost of a solution can be measured by two different metrics C1
s , and C2

s as described

next.

The total length of the trajectory suggested by a solution instance is an important

component of the cost. From the WSN perspective, the number of relays used in a

solution instance is also of significant importance, as mentioned in subsection 2.1.4.

The metric C1
s estimates the cost of a solution s taking both of these factors into

account using the formula:

C1
s = ls

∑
u∈s

du,next(u) (3.1)

A simplified metric C2
s estimates the cost as the total trajectory length, ignoring the

contribution of the number of relays used, using the formula:

C2
s =

∑
u∈s

du,next(u) (3.2)

Results of experiments performed with both metrics are presented in the Chapter 4

of this thesis.

3.3.4. Heuristic Information

The heuristic information is a measurement of the attractiveness of a particular

move during the solution construction by an ant. In the context of our problem,

making a move is synonymous to adding a particular location to the solution being

constructed by that ant.

Two factors contribute to the relative attractiveness of a move: distance traveled

to make that move, and the number of uncovered sensors that can be covered by

making this particular move. The attractiveness being inversely proportional to
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the distance traveled to make a move, and directly proportional to the number

of uncovered sensor that can be covered by making that move. A metric for the

heuristic information taking both of the factors into account is calculated using the

formula:

η1
ij = u(j)

dij
(3.3)

where, η1
ij denotes the attractiveness of selecting location j after selecting location i,

and u(j) denotes the number of uncovered sensors that can be covered by including

j.

An alternative metric which takes into account only the distance traveled in making

that move is calculated using the formula:

η2
ij = 1

dij
(3.4)

Where η2
ij is the attractiveness of selecting the jth location after selecting the ith

location without considering the contribution of the number of uncovered sensors

covered by making that move. Results of experiments preformed using the two

different heuristic information are presented in Chapter 4.

3.3.5. Pheromone representation and Initialization

Pheromone is represented by an N ×N matrix τ . Each entry τij in the pheromone

matrix denotes the intensity of pheromone trace from the ith location to the jth loca-

tion. Adapting the framework presented for solving the TSP [26, 75], the pheromone

matrix is initialized with τ0 = 1
Cg
, where Cg is the cost of an initial greedy solution.

The initial greedy solution is found by calculating a TSP tour using the Nearest-
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Neighbor(NN) heuristic(Algorithm 3.2), of a subset of potential relay locations cal-

culated using a greedy cover algorithm (Algorithm 3.1).

Algorithm 3.1 GreedyCover
Input: R, set of potential relay locations
S, set of sensors

Output: T , a subset of R that covers all sensors in S
1: T ← ∅
2: while S 6= ∅ do
3: r ←the relay in R that covers the most number of sensors in S
4: T ← T ∪ r
5: R ← R− r
6: remove the sensors covered by r from S
7: removes the relays in R which do not cover any sensor in S

Algorithm 3.2 NN-TSP
Input: T , a set of locations
Output: P , a trajectory expressed as a list locations
1: P ← ∅
2: r ←first element in T
3: add(P , r)
4: T ← T − r
5: while T 6= ∅ do
6: s←the nearest potential relay location from r which belongs to T
7: r ← s
8: add(P , r)
9: T ← T − r

3.3.6. Solution Construction

Each individual ant employed during an iteration incrementally constructs a ten-

tative solution. When the number of ants is the same as the number of potential

relay locations, one ant starts from each location. In case the number of ants is less

than the number of potential relay locations, a sub-set of locations are chosen using

uniform random sampling, without replacement; an ant starts from each location in

this sub-set[26]. This location is called the starting-location of an ant.
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Each ant maintains two sets of potential relay locations:

• Set of visited-locations, U :

The set of potential relay locations that have been included in the solution

constructed by this ant; initialized as a set containing only the starting-location

of the ant.

• Set of unvisited-locations, V:

The set of potential relay locations not yet included in the solution constructed

by this ant; initialized to contain all the potential relay locations except the

starting-location of the ant.

It has been shown that maintaining a list of nearby location can speed up the solution

construction process [26, 22]. A dynamic list called the candidate-list is maintained

for each location. The candidate list of the ith potential relay location, denoted by

N (i), holds the most attractive potential relay locations in U reachable from the ith

location, sorted in descending order of attractiveness. The size of the candidate-list

can be a constant (i.e., 2, 4, 10 etc.) or relative to the number of locations (i.e.,

N/4).

The current-location of an ant refers to the most recent potential relay location

included in the solution being constructed by that ant. In the beginning of solution

construction by an ant, its starting-location is included in the solution, and is set

as its current-location. The incremental construction of a tentative solution now

begins. The following actions are repeated until the tentative solution is considered

completed:

An ant located at the ith location probabilistically selects the next location to add
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to the solution using the formula which was introduced earlier in section 2.6:

Pij = [ηij]α × [τij]β∑
j∈N(i)[ηij]α × [τij]β

(3.5)

where α,β are algorithmic parameters and N(i) is candidate list of i.

Upon selection of the next location j, the following actions are performed:

• j is added to the solution,

• j is added to V,

• j is removed from U ,

• j is set as the current-location of the ant,

• redundant locations in U are removed,

• candidate lists are updated.

When a decision is made to place a relay at a potential relay location, it is possible

that some of the remaining potential relay locations will be redundant. If all sensors

covered by a relay placed at a potential relay location l is already covered by the

locations already included in the solution, then l can be removed from the set of

potential relay locations to be considered in constructing the solution. Following

this rationale, all such redundant locations in U are removed.

The removal of the jth potential relay location from U makes it unreachable from the

remaining members of U . As a result, the candidate lists of the remaining members

of U needs updating. In addition to that, the locations which became redundant

due to the inclusion of j in the tentative solution should also be removed from the

candidate list of any member of U .

The solution construction by an ant is considered completed when all the sensors are

covered by at least one potential relay location in V . All the solutions constructed
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during an iteration is stored in the memory and is used during the pheromone update

phase. The solution construction procedure is presented in Algorithm 3.3.

Algorithm 3.3 SolutionConstruction
Input: t, starting location of the ant

τ , pheromone matrix
R, set of potential relay locations

Output: S, a solution instance
1: U ← {t}
2: V ← R− {t}
3: c← t
4: S ← ∅
5: for all u ∈ U do
6: initilize candidate list N (i)
7: while S is not a complete solution do
8: select j using the probability rule in Equation 3.5
9: add(S, j)
10: V ← V ∪ {j}
11: U ← U − {j}
12: c← j
13: remove redundant locations from U
14: for all u ∈ U do
15: update the candidate list N (u)

3.3.7. Local search

A local search procedure is applied to further optimize the solution constructed by

each ant. Referring back to subsection 2.6.4, several local search procedures are

found in the literature, of which 2-opt is commonly known.

Given a tour as a sequence of nodes, the 2-opt operation performs the following

tasks:

• selects a pair of edges (u1,u2) and (v1, v2), appearing in this order,

• replaces them by a new pair of edges (u1,v1), (u2, v2),

• reverses the direction of edges appearing between v1and u2.
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This results in a new tour with possibly different tour cost. The 2-opt local search

is elaborated with an example in Figure 3.7. In the given scenario a possible tour

acbdef can be improved by switching the edge (a, c) with (b, d). The resulting tour

abcdef has shorter length than the previous one.

Figure 3.7.: 2-opt local search.

For each solution generated during the solution construction phase, the 2-opt op-

eration leading to maximum cost reduction is determined and performed. This is

similar to a steepest descent search[90].

At the end of the iterative part, once the stopping criteria has been satisfied, the

global-best solution is refined by performing a sequence of 2-opt operations leading

to highest cost reduction until no more 2-opt operations can be performed. This

greedy optimization has been observed to considerably improve the quality of the

result.

3.3.8. Components of the MMAS

Among several variations of ACO, experiments were performed with the Ant Sys-

tem(AS), the Elitist Ant System(EAS) and, the Max Min Ant System(MMAS). The

experimental results are presented in Chapter 4. The basic structure of ACO is fol-

lowed in all three above mentioned variations. The modifications specific to the EAS
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has been described earlier in Chapter 2. Only the MMAS specific modifications are

described here. The Algorithm 3.4 shows the basic structure of the MMAS. Com-

pared to AS, or EAS, the modifications in MMAS can be seen in: pheromone update,

enforcing pheromone limits, stagnation detection and pheromone reinitialization.

Algorithm 3.4 ACO-meta-heursitic
1: initialize algorithmic parameters
2: initialize pheromone values
3: while stopping criteria is not satisfied do
4: construct solutions
5: update pheromone values
6: if stagnation is detected then
7: reinitialize pheromone values

Pheromone Update

Pheromone update comprises of the following two steps:

Step-1: The first step is referred to as the pheromone evaporation step(subsection 2.6.5).

The natural phenomena of pheromone intensity reduction by evaporation is

mimicked in this step. It is performed by reducing the value in each entry of

the pheromone matrix by factor of (1−ρ) where ρ is the evaporation rate. The

following formula is used to perform pheromone evaporation on each entry τij

of the pheromone matrix.

τij = (1− ρ)τij (3.6)

Step-2: In the second step, referred to as the pheromone depositing step(subsection 2.6.5),

pheromone is added to a subset of pheromone trails. A sub-set of solutions

constructed during the previous phase is selected as preferred solutions for

depositing pheromone. For small problem instances (i.e. N ≤ 200) only the
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iteration-best solution is chosen in every iteration and the ant responsible for

generating this solution is eligible for depositing pheromone [26]. For larger

problem instances, the iteration-best and the global-best solution is selected

alternatively, with the global-best solution being selected with increasing prob-

ability. The probability p of the global-best solution being selected is calculated

using:

p = 1
1 + log(k) (3.7)

Here, k denotes the iteration number. According to the principals of MMAS,

only the ant responsible for generating the selected solution is eligible for

depositing pheromone [26, 75]. Let spl be the selected solution, Cpl be the cost

of the tour, and the edge (i, j) denote that j is selected after i in the solution.

Pheromone is deposited using the following formula:

τij=


τij + 1

Cpl
if i→ j ∈ spl

τij otherwise

(3.8)

The pheromone evaporation rate ρ is an important algorithmic parameter. The ex-

tent of exploration performed by the ACO meta-heuristic is controlled by specifying

the value of ρ. For larger values of ρ, the pheromone traces are evaporated quickly,

leading to narrowing down of the search into a promising avenue. This involves the

risk of premature termination of the optimization process. For smaller values of ρ

on the other hand, pheromone traces reduce slowly, allowing the ants to explore

more during each iteration. The search converges slowly, but with more chances of

finding good solutions. Using ρ ∼ 0.02 has been suggested for MMAS [75].
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The selection of solutions for depositing pheromone in one iteration affects the search

procedure by influencing the explorations in subsequent iterations. Therefore, only

relatively good quality solutions should be used for depositing pheromone. Selecting

the global best solution every time causes the search to quickly converge in the

neighborhood of the global best solution. This premature optimization is avoided

by using the solution selection criteria described in Step 2. The rationale behind the

selection criteria is that the search should perform more exploration in the beginning,

and is expected to gradually narrow down to a relatively promising neighborhood

within the search space. By selecting the iteration-best solution in early iteration,

or always in the case of small problem instances, exploration is encouraged. By

updating the pheromone trails based on the global-best solution more often in later

period of the search, the search is guided toward the neighborhood of the best known

solution.

Enforcing Pheromone limits

In the MMAS, pheromone values are regulated to stay within the dynamic interval

[τmin,τmax]. Each time a new global best solution Sbs(with cost Cbs) is found, the

value of τmax and τmin is updated as follows[26]:

τmax = 1
ρCbs

(3.9)

τmin = τmax/a (3.10)

where a ≥ 1.0 is an algorithmic parameter. At the end of each iteration, the entries in

the pheromone matrix are checked and updated to stay within the dynamic allowed
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limits according to the following formula:

τij =



τmin if τij < τmin

τmax if τij > τmax

τij otherwise

(3.11)

Since the pheromone values are gradually built up, and edges with high amount of

pheromone are more likely to be chosen during solution construction, it is possible

that a few edges receiving high amount of pheromone in the beginning of the search

will be repeatedly chosen in all subsequent stages. Having an upper limit τmax of

pheromone values solves this problem. By setting the value of τmax as a function of

the solution cost of the global best solution, it is ensured that the highest preference

that any edge would receive during solution construction by an ant would not exceed

that received by an edge belonging to the global best solution.

The lower limit of pheromone values, τmin helps avoid stagnation. By putting a

lower limit on pheromone values, it is ensured that none of the edges would have

such a small pheromone value that it will be hardly ever considered in solution

construction.

The value of the algorithmic parameter a controls how low the τmin can be compared

to the τmax. For small values of a, the pheromone limits are closer to each other

and, as a result the edges have similar chance of being selected during solution

construction. As the value of a increases, the gap between τmax and τmin also

increases. This leads to a wider variety of chances of different edges being selected

during solution construction.
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Pheromone Initialization and Reinitialization

Pheromone values are initialized with the estimated upper limit τ0 = 1
Csg

where

Csg is the initial greedy solution. The pheromone limits are initialized by setting

τmax = τ0 and τmin = τmax/a. The value of τ0 requires careful consideration because

a value too high would make the search stay in exploratory stage for too long until

the pheromone values are reduced sufficiently due to pheromone evaporation. A very

small value on the other hand, would push the search towards a greedy approach

because edges belonging to the solutions generated in early iterations would receive

considerably more pheromone, and higher chances of being selected during solution

construction in subsequent iterations.

Pheromone values are occasionally reinitialized upon detection of stagnation. Stag-

nation detection is performed at the end of each iteration by calculating the coeffi-

cient of variance(CV)[1] of the average cost of the best solutions found in K most

recent iterations since last reinitialization, and then comparing the value of CV with

a pre-determined threshold. Here, K can be a fixed number (i.e. 100) or provided as

an input to the algorithm. If K iterations have not passed since last reinitialization

of pheromone values, stagnation detection is not performed. CV is calculated by

the following formula:

CV = σ

µ
(3.12)

where, µ is the mean costs of best solutions constructed in K most recent iterations,

and σ is the standard deviation of those costs. CV is a scale free measurement of

the diversity in a set of samples[1]. Its value stays in the interval [0, 1]. In this

context, CV is a measurement of the diversity of the solutions generated in K most

recent iterations. A lower (than the threshold) CV implies that the exploration has
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narrowed down to a point where the ants are repeatedly generating same or similar

solutions. This takes place when there is a significant buildup of pheromone on a

subset of edges and very little pheromone on the rest. This causes that subset of

edges being frequently used by the ants during solution construction. Upon detection

of stagnation, all the entries in the pheromone matrix are set to the current τmax

value. This ensures that all the edges will have equal probability of being selected

in solution construction of subsequent iterations.

3.4. Refining a feasible trajectory

The feasible trajectory calculated during the first phase using the ACO approach

described in section 3.3 is refined in the second phase. The goal here is not to

calculate a new trajectory, but to improve the existing one. In order to do so, the

notion of the download-point is introduced. The download-point of a relay is the

point within its region of influence where the MDC arrives in order to download the

buffered data from that relay. Since a relay’s region of influence is a disk of a given

radius, any point on the periphery or inside the disk can serve as the download-point.

If the MDC is already inside the region of influence of the relay, the buffered data

can be downloaded without moving any closer to the relay. On the other hand, if the

MDC is approaching the relay from outside its region of influence, it is sufficient for

the MDC to reach a point on the periphery of the region of influence of the relay in

order to download the buffered data. In this case, selecting a point on the periphery

of the region of influence reduces the distance traveled by the MDC from its current

location to download buffered data from the relay. This concept is explained with

an illustration in Figure 3.8.

For an MDC located at the point a, which needs to visit the relay rc located at the
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(a) When either point a (or b) is inside the
region of influence.

(b) When both points a and b are outside of
the region of influence.

Figure 3.8.: Selecting a download-point on the periphery results in shorter path
length.

point c, then move on to point b, the path suggested by the feasible trajectory would

be acb. The point c acting as the download-point of the relay located at a potential

relay location rc. However, an optimal point p within the region of influence of the

relay can be found such that the resulting path would have shorter length than acb

and still allow the MDC to visit the relay. The following cases may arise:

Case-1: The point a(b) is within the region of influence of rc.

This case is illustrated in 3.8a. The point a(b) serves as the download-point

in this case. The MDC can download the buffered data from rc when it is at

a(b). The refined path is a straight line from a to b.

Case-2: When both of the points a, and b are outside of the region of

influence of the relay.

This case is illustrated in 3.8b. In this case, a point p within the region of

influence can be found such that apb would have a shorter length than acb.

61



Chapter 3 Proposed Approach

The path refining technique explained above improves the a path by reducing the

length; leading to a local optimization of the feasible trajectory.

The proposed solution for refining a given feasible trajectory consists of the following

steps:

Step-1: Preprocessing to find out how far the meeting points can be placed from

their respective potential relay locations.

Step-2: Finding download-points using either the deterministic heuristic presented

in section 3.5 or the ACOR approach presented in section 3.6. The list of

download-points defines the final trajectory of the MDC; it is referred to as

the final-trajectory henceforth.

Step-3: Post-processing to find the actual locations of the relay nodes from the sug-

gested download-points and potential relay locations in the feasible trajectory.

The pre-processing and post-processing steps are described next.

3.4.1. Pre-processing for feasible trajectory Refinement

The goal of the pre-processing step is to find, for each potential relay location, the

upper limit on the distance of the download-point from the location. A vector de-

noted by range holds this value. The value range(i) denotes the maximum allowable

distance of the download point from the ith potential relay location.

As described in section 3.3, some of the locations listed in the given feasible trajec-

tory are class− I locations, while the rest are class− II locations. For all class− I

locations, the corresponding range entry is set to R.

In the case of class − II relays, they serve only one sensor which is also served by

that relay only. However, coverage of that sensor by this relay can be maintained
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by placing the relay anywhere within the periphery of the region of influence. In an

extreme case, the relay could be placed on the periphery of the region of influence

of the sensor and the download point would be on the periphery of the region of

influence of that relay. In such a situation, the MDC would be communicating with

the relay from a point at distance R+ r from the sensor. Therefore, the download-

point for a relay placed at a class− II location can actually be anywhere within a

circle of radius R+ r from the sensor served by this relay. Following this rationale,

the allowed distance of the download point of all class−II locations are set to R+r.

The range values for different locations in the previously calculated feasible trajec-

tory of the example scenario are illustrated in Figure 3.9. Potential relay locations

not included in the feasible trajectory are omitted to avoid cluttering in the diagram.

Figure 3.9.: The example scenario after setting the range entries for the locations
in the feasible trajectory.
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3.4.2. Post-processing for relay placement

The goal of the post-processing step is to calculate the final locations of the relays

using the feasible-trajectory, and the final-trajectory. A relay is placed in each

class − I location of the feasible trajectory. In case of the class − II locations

however, the placement of a relay is determined by the corresponding download-

point in the final-trajectory.

For each class − II location in the feasible trajectory, a relay is placed at the

intersection point of the circle having radius r centered at the relay location and the

line segment connecting the corresponding download-point in the final-trajectory.

This procedure is illustrated in Figure 3.10. In the given example, c is a class-II

potential relay location, the download point for this location is p. A relay node is

placed at t, which is the point of intersection between the circle of radius r, centred

at c and the line segment cp.

Figure 3.10.: Placement of a relay node for a class-II potential relay location.
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3.5 Deterministic Heuristic for Optimizing a Feasible Trajectory

3.5. Deterministic Heuristic for Optimizing a Feasible

Trajectory

A deterministic heuristic for refining a given feasible trajectory is presented in this

section. First, a path refinement operation based on the rationale presented in

section 3.4 is defined. This operation is then used to design a deterministic algorithm

for performing the actual task of trajectory refinement.

3.5.1. The Path Refinement Operation

The path refinement technique presented in section 3.4 can be seen as an operation

performed on a given trajectory. Let T be a feasible trajectory and M be the list

of download points of the potential relay locations in T . For a given potential relay

location c in the trajectory T , this operation updates the corresponding download

point m in M such that the length of the resulting trajectory represented by M

is reduced. Let a = prev(c,M) and b = next(c,M). This operation reduces the

length of the path from a, through the region of influence of c, to b. It is achieved

by transferring the previous download-point m of c to a point p on within the region

of influence such that the path apb has shorter length than the path amb.

Based on the relative position of the end points a,b, and c, several cases may arise.

The cases are described along with the chosen download-point in each case:

Case-1: Point a (or b) lies inside the circle centred at c having radius

range(c) :

The point a (or b) is set as the download-point p in this case. Illustrated

in Figure 3.11.

Case-2: Perpendicular projection of the point c lies inside the line-

65



Chapter 3 Proposed Approach

segment ab :

Let p′ be the projection of the point c on the line-segment ab. Illustrated

in Figure 3.12. Then, the following two sub cases may arise:

Case-2a: The point p′ is inside the circle centred at c having

radius range(c) :

The projection point p′ is set as the download-point p.

Case-2b: The point p′ is outside the circle centred at c having

radius range(c) :

The intersection point between the angle-bisector of ∠acb

and the circle centred at c, having radius range(c) is set as

the download-point, p.

Case-3: Perpendicular projection of the point c lies outside the line-

segment ab :

This case is illustrated in Figure 3.13. The following two sub cases may

arise:

Case-3a: The point c is closer to point a, than b :

The intersection point of the line segment ac and the periph-

ery of the circle centred at c having radius range(c) is set as

the download-point p.

Case-3b: The point c is closer to point b, than a :

The intersection point of the line segment bc and the periph-

ery of the circle centred at c having radius range(c) is set as

the download-point p.
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Figure 3.11.: Case-1 of finding download point by deterministic heuristic.

Figure 3.12.: Case-2 of finding download point by deterministic heuristic.

Figure 3.13.: Case-3 of finding download point by deterministic heuristic.
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3.5.2. A Deterministic Algorithm for Optimizing a Feasible

Trajectory

An algorithm for optimizing a feasible trajectory by representative application of

the path refinement operation is presented in Algorithm Algorithm 3.5. Taking a

trajectory T , the vector range, and a real number threshold, the algorithm delivers

M , an improved version of the input trajectory T .

Algorithm 3.5 DeterministicTrajectoryOptimization
Input: T

range
threshold

Output: M = an optimized trajectory expressed as a list of points
1: M ←copy of T
2: Cprevious ←∞
3: Ccurrent ← cost(T )
4: ∆cost ←∞
5: c←the first entry in T
6: while ∆cost > threshold do
7: a← index(previous(c),M)
8: b← index(next(c),M)
9: M(c)←PathRefinement(M(a),M(b),c,range(c))
10: c← next(c)
11: Ccurrent ← cost(M)
12: ∆cost ← ccurrent − cprevious
13: cprevios ← ccurrent

The sub-procedure PathRefinement performs according to the steps described in

subsection 3.5.1.

The algorithm starts by making an exact copy M of the input trajectory T . This

is illustrated in Figure 3.14. The points r1, r2, r4 and r5 denote potential relay

locations that were selected in the first phase. The points p1, p2, p4 and p5 are the

download-points being calculated. At this stage, the feasible trajectory T and M

are the same.
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Figure 3.14.: Initializing M as a copy of T in Algorithm Algorithm 3.5.

A few variables are initialized to keep track of the current cost and previous cost

of the trajectory and the cost difference. The first entry in T is set to the current

location c. After that, the following actions are performed repeatedly until the cost

difference becomes smaller than threshold.

Let a(b) the index of the preceding(succeeding) entry of c in T . The pathM(a)−c−

M(b) is refined using the path refinement operation presented in subsection 3.5.1.

Then, c is set to the next entry in T and the costs are updated.

The step by step execution of this procedure on the example scenario is shown in

Figure 3.15 through Figure 3.18, with the final result shown in Figure 3.18.
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Figure 3.15.: Refining of the path p4 − r1 − p2, p1is the new download-point.

Figure 3.16.: Refining of the path p1 − r2 − p5, p2is the new download-point.
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Figure 3.17.: Refining of the path p2 − r5 − p4, p5is the new download-point.

Figure 3.18.: Refining of the path p2 − r5 − p4, p4is the new download-point.
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3.6. ACOR Approach for Optimizing the Feasible

Trajectory

A Continuous Ant Colony Optimization (ACOR) approach for refining a feasible

trajectory is presented in this section. Given a feasible trajectory T , the goal of the

proposed optimization approach is to find an improved trajectory M , consisting of

the download points of the potential relay locations in T . It is assumed that the

download point of a given location lies on the periphery of the region of influence.

Such a download point can be expressed by the angle with respect to an arbitrary

axis, as illustrated in Figure 3.19. For a potential relay location c, the download

point p at a distance r can be specified by the angle a. This angle is called the hitting

angle; generally the hitting angle lies inside the interval [−π, π). This concept is

adapted from [88].

Figure 3.19.: Hitting angle.

For two given relay locations a and b in T , such that ca = prev(cb, T ) (in other

words, cb is visited right after ca), let A and B denote two circles representing their

respective areas of influence. For the circles A and B centred at points ca, cb and

having radius ra, rb respectively, all possible download points in B, when visited

after A, can be represented as a result of the intersection between the periphery of

B and the lines passing through the points in A. This is illustrated in Figure 3.20.
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Figure 3.20.: Distribution of hitting angle.

Let dab denote the distance between a and b. By choosing the line segment connect-

ing a and b as the axis for expressing the hitting angle, the distribution of the hitting

angles can be bounded within the interval [−π
2 + αb,

π
2 − αb] where αb is measured

by:

αb = arcsin

(
|ra − rb|
dab

)
(3.13)

Following this rationale, the line segment connecting a with b is chosen as the axis

from which the hitting angle is measured. The angle between this line segment and

the X-axis is called the offset angle, denoted by ωb, of the potential relay location b.

This is illustrated in Figure 3.21. The coordinates of the corresponding download

point pb can be found by the formula:

px = bx + range(b)× cos(ωb + θb) (3.14)

py = by + range(b)× sin(ωb + θb) (3.15)
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where, px (py) denotes the X(Y ) coordinate of the point p, and bx (by) denotes the

X(Y ) coordinate of the point b.

Figure 3.21.: Offset angle.

Since the order of visiting the potential relay locations is already defined by the

feasible trajectory, it is sufficient to calculate the hitting angles of each of the lo-

cations in the feasible trajectory, such that the cost of the resulting trajectory is

optimized. Since the hitting angles are real numbers, the problem boils down to

finding N real numbers, each denoting the hitting angle for a location in the feasible

trajectory. This multivalued real optimization problem is solved by the proposed

ACOR approach. A solution instance S is thus expressed by a vector containing N

real numbers (Table 3.1), the value S(i) denotes θi, the hitting angle of the potential

relay location i in T .

1 2 3 · · · N
S θ1 θ2 θ3 · · · θN

Table 3.1.: A solution instance of the proposed ACOR heuristic.

In order to estimate the cost of such a solution instance, it is converted to a trajec-

tory, expressed as a list of points in the euclidean space, using the Algorithm 3.6.
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Here M is the output produced by Algorithm 3.6.

Algorithm 3.6 TrajectoryFromHittingAngles.
Input: T , feasible trajectory

S, a vector holding the angles θ1, θ2, ... ,θN
ω1, ω2, ... ,ωN , the offset angles

Output: M , a refined trajectory
1: M ← T
2: for all r ∈ T do
3: θr ← S(r)
4: x← rx + range(r)× cos(θr + ωr)
5: y ← ry + range(r)× sin(θr + ωr)
6: t← Point(x, y)
7: M(r)← t

3.6.1. Proposed ACOR heuristic

The proposed ACOR heuristic utilizes the concept of hitting angles to refine a given

feasible trajectory. The algorithm begins with initializing the pheromone table.

After initializing the pheromone table, the iterative part of the algorithm begins.

The following actions are performed during each iteration until a stopping criteria

is satisfied:

• Solution Construction:

A number of ants are employed to build tentative solutions by consulting the

existing entries in a pheromone table. Here, m denotes the number of ants

employed, and is an algorithmic parameter provided as an input.

• Pheromone Update:

The pheromone table is updated by replacing poor quality solutions in the

table with better solutions constructed by the ants in this iteration.

The different components of the proposes ACOR heuristic is described in the re-

mainder of this section.
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Pheromone Representation and Initialization

As described in section 2.7, the pheromone in ACOR is represented by a pheromone

table consisting of a number of entries; each entry denotes a solution instance

(Table 2.2). Here, k is an algorithmic parameter provided as an input, and repre-

sents the total number of entries in the pheromone table. Results of experimenting

with different values of k is presented in Chapter 4. The jth column in the table

correspond to the jth potential relay location in the feasible trajectory and holds

the value of θj for a particular solution instance.

To begin with, the pheromone table is initialized by inserting a greedy solution Sg

containing θj = 0, for each potential relay location j in T . This solution results in

a trajectory, where the download point for each potential relay location in T is the

point where the line segment connecting this location with its predecessor intersects

with the periphery of the region of influence of the relay. The trajectory resulting

from this initial greedy solution for the example scenario is illustrated in Figure 3.22.

Figure 3.22.: Trajectory resulting from initial greedy solution of ACOR.

Following the initialization of the pheromone table, solution construction and pheromone
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update is performed iteratively, until a stopping criteria is met. Solution construc-

tions and pheromone updating have been described earlier in section 2.7. Occa-

sionally the pheromone values are reinitialized upon detection of stagnation. These

components of the algorithm are described next. The entire algorithm is summarized

in Algorithm 3.7.

Algorithm 3.7 ACORForRefiningFeasibleTrajectory
Input: T , feasible trajectory

I, number of iterations
t, threshold

Output: s, an ACOR solution instance
1: Sg ← ∅
2: for all r ∈ T do
3: Sg(r)← 0
4: Cg ← cost(Sg)
5: T ← ∅
6: insert(T ,Sg)
7: i← 1
8: CV ← 1
9: while i 6= Ior CV > t do
10: G← ∅
11: W ← ∅
12: for all m ∈ [1,m] do
13: S ← ∅
14: for all j ∈ T do
15: S(j)←sample(T , j)
16: G(m)← S
17: W (m)← cost(S)
18: for all s ∈ W do
19: insert(T ,s)
20: sort(T )
21: for all p ∈ [k + 1, k +m] do
22: remove(T (p))
23: CV ← sd(W )

mean(W )
24: i← i+ 1
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Stagnation Detection and Pheromone Reinitialization

Stagnation detection is performed during the step by step construction of a solution.

Using the procedure described in section 2.7, the jth step of the solution construc-

tion consists of taking a random sample, based on the values in the jth column

of the pheromone table. The stagnation detection is performed by comparing the

coefficient of variation (CV) of the values in the jth column with a threshold. Since

the CV in any sample set provides a scale-free measure of the variability of the

samples[1], a lower than threshold value of CV in this case indicates that all the

random samples for hitting angles are being drawn from a relatively narrow range.

This phenomena is interpreted as an indication of stagnation. Upon detecting stag-

nation, the stagnant column of the pheromone table is reinitialized by setting all

the entries in that column to 0.

Pheromone Update and Stopping Criteria

The cost of the solutions constructed during an iteration is calculated at the end of an

iteration. These k new solutions are inserted into the pheromone table; the table now

contains k+m solution. These are sorted by their corresponding weights, calculated

using Equation 2.11. The best k solution are kept and the rest are discarded.

The stopping criteria is adapted from [26]. The CV of the costs of the solutions

constructed during an iteration is calculated for detecting convergence of the search

procedure. When the costs of different solutions constructed by the ants during an

iteration fall within a narrow range, that phenomena is interpreted as convergence

of the search procedure. The CV of cost values is compared with a previously

determined threshold value. The searching is stopped when the CV is lower than

the threshold or a certain number of iterations have been performed, whichever

occurs first.
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The results of the experiments performed using the proposed approach to jointly

solving the Relay Node Placement and Trajectory calculation (RNPT) problem are

presented in this chapter. Three variations of ACO i.e., the Ant System(AS), the

Elitist Ant System(EAS), and the Max Min Ant System(MMAS) were discussed

in Chapter 2. A comparative study was carried out in order to find out the most

suitable approach for solving our problem. The most suitable approach based on

the initial experimental results, was chosen for further experimentation. The effect

of varying different algorithmic parameters and the choice of different algorithmic

components were studied next. In the last section, a comparison between the de-

terministic approach, and the ACOR based approach for trajectory refinement is

presented. The following performance metrics, which are relevant for a particular

experiment, were used to compare the outputs of the experiments performed:

• Feasible trajectory length

• Refined trajectory length

• Number of relays used

• Time per iteration

For our simulations, we focused on two network sizes n = 25, and n = 50, where n

denotes the number of sensors, in sensing fields of dimension 150×150 and 200×200
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respectively. For each network size, 10 different sensor distributions were randomly

generated. For the networks with n = 25, 500 iterations were performed during each

run, while 1000 were performed for networks with n = 50. The results of the initial

greedy approach on the test networks are listed in Table A.1, and Table A.2.

Two different cost metrics were discussed in section 3.3:

• The metric C1
s = ls

∑
u∈s du,next(u) estimates the cost of a solution s as a product

of the number of relays used and the trajectory length.

• The metric C2
s = ∑

u∈s du,next(u) estimates the cost as the total trajectory

length, ignoring the contribution of the number of relays used.

For each set of network parameters, experiments were performed using different

variants of ACO approaches using either of the two cost metrics. The experiments

and their results are presented next.

4.1. Experiments on ACO Variants Using C1

The three ACO variants were compared by running a series of experiments. The

three main algorithmic parameters α, β, and ρ were set to suggested standard values,

listed in Table 4.1, for solving the TSP problem[26].

ACO Approach α β ρ

AS 1.0 2.0 0.50
EAS 1.0 2.0 0.50
MMAS 1.0 2.0 0.02

Table 4.1.: Suggested[26] algorithmic parameters for solving TSP.

The cost metric C1 was used during these experiments. The detailed results are listed

in Table A.3, Table A.4 and are illustrated in Figure 4.1, and Figure 4.2 respectively.

The presented values are the averages of 5 runs on each network.
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Figure 4.1.: Results of applying different ACO approaches on networks with 25
sensors.
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Figure 4.2.: Results of applying different ACO approaches on networks with 50
sensors.

None of the three ACO approaches performed consistently better than the others

for the networks with n = 25. For the networks with n = 50 however, AS performed
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the worst, and MMAS performed the best for most cases. The results of EAS was

found to be comparable to that of MMAS, although a little inferior.

However, it was noted during this experiment that the running time for MMAS is

longer, compared to that of EAS for the same input. In order to gain a comparative

understanding of the running times of the two approaches, the average running times

per iteration for each network was measured. The results are presented in Figure 4.3.

The average running time per iteration for EAS was shorter than that of MMAS

for all the networks except one. The difference in running time per iteration was

significantly larger for networks with n = 50, when compared to that of the ones

with n = 25. Due to the inferior performance, AS was not considered for the next

set of experiments.
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Figure 4.3.: Comparison of time per iteration for EAS, and MMAS for different
networks.
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(a) EAS, on 10 networks with 50 sensors each.
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Figure 4.4.: Trajectory length, and # relays used VS. # of ants employed.

4.1.1. Number of Ants Employed

The running time increases with m the number of ants employed in each iteration.

In the case of TSP, using the same number of ants as the number of cities has

been suggested[26]. For our problem however, setting m = N , where N denotes

the number of potential relay locations, results in prohibitively large running time.

In order to gain an understanding of the affect of varying m on the quality of

the solution quality, experiments were performed by running the EAS, and MMAS

approach on the test networks with n = 50, by varying the value of m within

the set {N, N2 ,
N
4 ,

N
8 ,

N
16 ,

N
32 ,

N
64}. The results are shown in Figure 4.4. To measure

the degree of interdependence between the two main performance metrics and m,

the Pearson’s correlation coefficients[67] were calculated. The results are shown in

Table 4.2. Stronger negative correlation in the case of EAS shows that the result

improves as m increases. In the case of MMAS on the other hand, the value of

m has less measurable influence on the result. It is also evident from the plot in
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Figure 4.4 that, the result of MMAS varies very little with m.

Performance metric EAS MMAS
cor(# relays, m) -0.274 -0.155
cor(Trajectory length, m) -0.183 -0.095

Table 4.2.: Correlation between m and performance metrics when cost metric C1

is used.

4.2. Experiments on ACO Variants Using C2

Only the length of the trajectory is considered in the cost metrics C2. This metric

was suggested for solving TSP[26]. The same set of experiments as the ones pre-

sented in the previous section were performed on the three ACO variants using cost

metric C2. The detailed results are listed in Table A.5, Table A.6 and presented

in Figure 4.5, Figure 4.6, and Figure 4.7. In case of using C2 as the cost metric,

EAS was found to perform better than AS and MMAS both in terms of trajectory

length, and number of potential relay locations. AS was again found to perform the

worst for all the networks. Due to this inferior performance, AS was not considered

for any further experimentations. When the results of EAS, and MMAS were com-

pared by varying m, MMAS was found to consistently produce good results while

EAS produced result that varied with m. The Pearson’s correlations between the

two main performance metrics and m are shown in Table 4.2. Stronger negative

correlation in the case of EAS shows that the result improves as m increases. In the

case of MMAS on the other hand, the value of m has less measurable influence on

the result.
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Figure 4.5.: Results of applying different ACO approaches on networks with 25
sensors, using cost metric C2
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Figure 4.6.: Results of applying different ACO approaches on networks with 50
sensors, using cost metric C2
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each.

Figure 4.7.: Trajectory length, and # relays used VS. # of ants employed, using
cost metric C2

Performance metric EAS MMAS
cor(# relays, m) -0.159 -0.074
cor(Trajectory length, m) -0.204 -0.092

Table 4.3.: Correlation between m and performance metrics when cost metric C2

is used.

4.3. Comparison of EAS, MMAS Using C1, and C2

Side by side comparison of the results produced by the greedy algorithm(section 3.3),

EAS, and MMAS using different cost metrics for networks with n = 25, and n = 50

are presented in Figure 4.8, and Figure 4.9 respectively. For most networks with n =

25, the ACO approaches perform better than the greedy algorithm in terms of the

number of relays used and trajectory length. MMAS with C1 consistently produced

the best results in terms of the number of relays. But none of the combinations of

ACO algorithm and cost metric produced consistently better result than the others

in terms of the trajectory length. For networks with n = 50, the ACO approaches
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Figure 4.8.: Results of EAS, and MMAS using different cost metrics, on networks
with n = 25.

perform better than the greedy algorithm in terms of trajectory length. But for

most of the networks, the greedy algorithm performs best in terms of the number

of realys used. EAS with C2 consistently produced the best results among ACO

approaches in terms of trajectory length. In most cases MMAS with C1 produced

the best results among the ACO approaches in terms of the number of relays used

but, the results of EAS with C1, and C2 were comparable.

It was concluded based on these observations that, MMAS performs the best among

the ACO approaches, but these results are produced at the cost of longer running

time. However, EAS provides a balance between running time and solution quality.

MMAS with cost metric C1 was identified as the most suitable ACO approach for

jointly solving the RNP and calculation of a trajectory. This combination is used

in subsequent experiments. However, EAS with cost metric C2 is recommended

if higher priority is given to the trajectory length, or the constraints are somewhat

relaxed to allow more than the minimum number of relays to find a shorter trajectory
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Figure 4.9.: Results of EAS, and MMAS using different cost metrics, on networks
with n = 50.

length.

4.4. Heuristic information

The heuristic information is a measure of attractiveness of a move during the con-

struction of a solution. Two different versions of heuristic information were men-

tioned in section 3.3:

• η1
ij = u(j)

dij
, takes into account the distance between the ith and jth potential

relay node location and the number of uncovered sensors that can be covered

by selecting the jth potential relay node location.

• η2
ij = 1

dij
, takes into account only the distance between the ith and jth potential

relay node location.

The two versions of the heuristic information were compared by running the MMAS

using C1on all the test networks twice; using a different heuristic information each
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4.4 Heuristic information

time. The results are shown in Figure 4.10, and Figure 4.11. The results were

comparable for networks with n = 25. But for networks with n = 50, the trajectory

lengths were significantly shorter when η2 was used while the number of relays used

stayed comparable. Based on this observation, it was concluded that η2 was better

suited than η1 for solving the RNPT problem.
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Figure 4.10.: Comparison of different heuristic informations on networks with n =
25.
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Figure 4.11.: Comparison of different heuristic informations on networks with n =
50.

4.5. Strategies for Calculating Potential Relay Node

Locations

Three different strategies for calculating potential relay node locations were men-

tioned in section 3.3. These strategies differ from each other in the handling of

disconnected sensors, or sensors whose regions of influence do not overlap with that

of any other sensor. The three proposes strategies were:

• selecting the location of the sensor as the potential relay location;

• selecting 4 points on the boundary of the sensor’s region of influence, evenly

spaced from each other;

• selecting 8 points on the boundary of the sensor’s region of influence, evenly

spaced from each other.
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4.5 Strategies for Calculating Potential Relay Node Locations

For sensors whose regions of influence overlap, the potential relay locations are al-

ways the intersection points of the boundaries of their respective regions of influence.

Experiments were performed to find out the efficacy of the three strategies; using

MMAS with cost metric C1. The results are listed inTable A.7, and Table A.8. The

result of first, and second phase of the proposed approach (section 3.3, section 3.4)

are listed as feasible trajectory and refined trajectory respectively. The results are

also shown in Figure 4.12, and Figure 4.13. For networks with n = 25, the short-

est feasible trajectories were produced when the 8-point strategy is used, but the

refined trajectories produced from different potential relay location strategies were

comparable. All strategies produced same number of relays for all the networks

with n = 25. The average time per iteration was the shortest when the centre point

strategy was used, and longest average time per iteration resulted from the 8-point

strategy. For networks with n = 50, the average feasible trajectory lengths were

comparable, but the refined trajectory lengths were significantly reduced when the

8-point strategy was used. The average number of relays used were the lowest when

the 8-point strategy is used, with next to best was found when the centre point

strategy was used. The average running time per iteration was the shortest in case

of the centre point strategy, and the longest in case of the 8-points strategy. Based

on these results, it was concluded that the 8-points strategy produces the best re-

sults while the centre point strategy provides a balance between result quality and

running time.
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Figure 4.12.: Comparison different strategies for calculating potential relay loca-
tions on networks with n = 25.
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Figure 4.13.: Comparison different strategies for calculating potential relay loca-
tions on networks with n = 50.
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4.6 Size of Candidate List

4.6. Size of Candidate List

During the construction of a tentative solution, each ant maintains a list of most

attractive unvisited potential relay locations. This list is called the candidate list

[26, 22]. The size of the candidate list is denoted by L. Experiments were performed

by varying the value of L To find out the effect of candidate list size on the output.

The value of L was varied within the set {N, N2 ,
N
4 ,

N
8 ,

N
16 ,

N
32 ,

N
64}. The trajectory

length, number of relays used and average running time per iteration are shown

as semi-log plots in Figure 4.14. For all networks, the average running time per

iteration increased logarithmically with respect to L. For networks with n = 25, an

optimum value of the trajectory length, and the number of relays used was found for

L ≥ N
4 . In case of networks with n = 50, a similar phenomena was also observed,

with some fluctuations.
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Figure 4.14.: Effect of the candidate list size on the output.
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Figure 4.15.: Comparison of trajectory refinement algorithms.

4.7. Comparison of Trajectory Refinement Algorithms

The two trajectory refinement approaches presented in Chapter 3 were compared by

calculating the length difference between the feasible trajectory produced in Phase-1,

and the refined trajectory produced in Phase-2. The reduction of length was ex-

pressed as a percentage of the feasible trajectory. The results are listed in Table A.9,

Table A.10 and illustrated in Figure 4.15. The deterministic algorithm performed

better than the ACOR algorithm for all the networks.
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5.1. Conclusion

In this thesis, a new Ant Colony Optimization (ACO) approach for solving the joint

problem of Relay Node Placement and Trajectory calculation (RNPT) has been

proposed. This is the first ACO based approach for solving the RNPT problem, to

the best of the author’s knowledge. Given the locations of the sensor nodes in a

sensing field, the proposed approach calculates a set of locations for placing relay

nodes, and an optimized trajectory for the MDC for visiting the said relay nodes

such that:

1. each sensor is covered by at least one relay;

2. the number of relays is minimized;

3. the length of the trajectory is minimized.

Several ACO variants were compared to find out the best suited one for our problem.

The results were also compared with that produced by the greedy approach. Results

produced by the MMAS and EAS were comparable to that produced by the greedy

approach. In terms of the number of relays used and the length of the resulting

trajectory, MMAS was found to produce the best results while EAS was found to

produce good results within a shorter running time. However, if the priority of
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minimizing the number of relays can be relaxed, then using EAS is recommended

because of shorter running time without compromising the solution quality.

Experiments were performed to compare two different cost metrics, and two dif-

ferent heuristic information for the proposed ACO approach. Using a cost metric

specialized for the RNPT problem along with the heuristic information proposed for

solving TSP by other researchers produced the best results.

A deterministic, and a Continuous Ant Colony Optimization (ACOR) approach for

further refining the trajectory produced by the ACO approach have been proposed in

this thesis. These trajectory refinement approaches are in fact, algorithms for solving

the TSPN problem in non-sparse neighborhoods. The deterministic approach was

found to perform better than the ACOR approach, but the results were comparable.

5.2. Future Work

The work presented in this thesis can be extended in the following ways:

• Designing an appropriate heuristic information for the ACO approach: The

effect of using a specialized cost metric was well observed in the reported

experiments. There is potential for further improvement if an appropriate

heuristic information is used.

• Designing an appropriate local search for the ACO approach: Experiments

were conducted using a local search technique[26] suggested for the TSP prob-

lem. Using a customized local search for the RNPT problem is likely to improve

the performence.

• Incorporating realistic sensing field: The sensing field has been assumed to

be flat and devoid of obstacles. In real world application, the sensing field is
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5.2 Future Work

often irregular and obstacles are common. Therefore, modifying the proposed

approach to address the presence of obstacles in an irregular sensing field is of

practical interest.

• Modifying the proposed ACOR approach for trajectory refinement: The per-

formance of the proposed ACOR approach for trajectory refinement was com-

parable to that of the deterministic algorithm. Further research can be carried

out to modify the ACOR approach to improve its performance.
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A. Appendix

Network # relays Trajectory length

25_0 628.702 17

25_1 744.261 15

25_2 731.606 18

25_3 723.528 18

25_4 510.774 14

25_5 586.061 16

25_6 647.145 18

25_7 552.734 17

25_8 604.636 15

25_9 673.611 18

Table A.1.: Greedy solutions for the networks with n = 25.

Network # relays Trajectory length

50_0 1025.017 28

50_1 998.617 30

50_2 1076.676 30

50_3 1018.752 32

50_4 1122.001 31

50_5 845.705 29

50_6 1062.896 28

50_7 1173.050 30

50_8 1099.817 31

50_9 1129.523 30

Table A.2.: Greedy solutions for the networks with n = 50.
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Network Performance metric
ACO Approach

AS EAS MMAS

25_0
Feasible trajectory(CV) 595.389(0.022) 580.763(0.005) 577.739(0.006)

# Relays(CV) 17.0(0.0) 17.0(0.0) 17.0(0.0)

25_1
Feasible trajectory(CV) 645.331(0.011) 642.719(0.01) 638.16(0.003)

# Relays(CV) 15.0(0.0) 15.0(0.0) 15.0(0.0)

25_2
Feasible trajectory(CV) 643.165(0.034) 640.781(0.019) 626.054(0.0)

# Relays(CV) 18.0(0.0) 18.0(0.0) 18.0(0.0)

25_3
Feasible trajectory(CV) 622.702(0.006) 637.55(0.019) 619.059(0.0)

# Relays(CV) 18.0(0.0) 18.0(0.0) 18.0(0.0)

25_4
Feasible trajectory(CV) 514.406(0.006) 510.142(0.035) 514.848(0.004)

# Relays(CV) 14.0(0.0) 14.2(0.031) 14.0(0.0)

25_5
Feasible trajectory(CV) 557.991(0.003) 526.307(0.007) 558.63(0.003)

# Relays(CV) 16.0(0.0) 17.0(0.0) 16.0(0.0)

25_6
Feasible trajectory(CV) 597.898(0.006) 559.84(0.023) 593.953(0.0)

# Relays(CV) 18.0(0.0) 19.2(0.023) 18.0(0.0)

25_7
Feasible trajectory(CV) 552.323(0.015) 502.54(0.021) 554.955(0.011)

# Relays(CV) 16.0(0.0) 17.8(0.025) 16.0(0.0)

25_8
Feasible trajectory(CV) 542.797(0.004) 544.363(0.003) 541.897(0.002)

# Relays(CV) 15.0(0.0) 15.0(0.0) 15.0(0.0)

25_9
Feasible trajectory(CV) 609.566(0.011) 611.646(0.012) 604.403(0.001)

# Relays(CV) 18.0(0.0) 18.0(0.0) 18.0(0.0)

Table A.3.: Performence of ACO approaches on networks with n = 25, using cost
metric C1.
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Network Performance metric
ACO Approach

AS EAS MMAS

50_0
Feasible trajectory(CV) 934.978(0.023) 910.888(0.026) 893.081(0.018)

# Relays(CV) 31.2(0.027) 29.6(0.045) 29.4(0.019)

50_1
Feasible trajectory(CV) 1008.509(0.022) 1029.638(0.037) 992.222(0.016)

# Relays(CV) 32.4(0.035) 31.8(0.014) 31.2(0.014)

50_2
Feasible trajectory(CV) 1083.943(0.035) 1034.744(0.023) 1010.792(0.019)

# Relays(CV) 32.0(0.0) 31.4(0.017) 30.6(0.018)

50_3
Feasible trajectory(CV) 1022.008(0.04) 1002.547(0.035) 964.868(0.018)

# Relays(CV) 33.2(0.013) 33.0(0.021) 32.2(0.014)

50_4
Feasible trajectory(CV) 1047.533(0.032) 1000.021(0.013) 971.92(0.018)

# Relays(CV) 32.0(0.038) 31.0(0.0) 31.0(0.0)

50_5
Feasible trajectory(CV) 783.39(0.041) 771.813(0.01) 758.426(0.028)

# Relays(CV) 29.6(0.07) 27.6(0.032) 28.2(0.016)

50_6
Feasible trajectory(CV) 984.29(0.057) 956.776(0.033) 961.135(0.014)

# Relays(CV) 30.8(0.053) 30.8(0.042) 30.4(0.029)

50_7
Feasible trajectory(CV) 1065.273(0.013) 1050.847(0.028) 1034.046(0.015)

# Relays(CV) 32.0(0.022) 30.2(0.015) 30.2(0.015)

50_8
Feasible trajectory(CV) 990.465(0.027) 983.255(0.014) 975.777(0.019)

# Relays(CV) 30.2(0.015) 30.0(0.0) 30.8(0.015)

50_9
Feasible trajectory(CV) 1017.706(0.03)) 1023.766(0.026) 986.779(0.006)

# Relays(CV) 30.2(0.015 30.0(0.0) 30.0(0.0)

Table A.4.: Performence of ACO approaches on networks with n = 50, using cost
metric C1.
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Network Performance metric
ACO Approach

AS EAS MMAS

25_0
Feasible trajectory(CV) 610.76(0.021) 576.40(0.007) 574.207(0.002)

# Relays(CV) 17.2(0.026) 17(0.000) 17.6(0.031)

25_1
Feasible trajectory(CV) 652.17(0.010 ) 640.186(0.030) 635.693(0.000)

# Relays(CV) 16.2(0.080) 18(0.000) 16.6(0.033)

25_2
Feasible trajectory(CV) 652.85(0.036) 635.285(0.000) 625.916(0.000)

# Relays(CV) 18.8(0.044) 15(0.000) 18(0.000)

25_3
Feasible trajectory(CV) 651.93(0.028) 619.059(0.000) 619.103(0.000)

# Relays(CV) 18.4(0.030) 18(0.000) 18.2(0.024)

25_4
Feasible trajectory(CV) 517.13(0.002) 510.490(0.001) 512.224(0.001)

# Relays(CV) 16.4(0.054) 14.2(0.0315) 15(0.067)

25_5
Feasible trajectory(CV) 573.400(0.015) 556.914(0.003) 556.904(0.001)

# Relays(CV) 17(0.041) 17(0.000) 17.2(0.049)

25_6
Feasible trajectory(CV) 618.547(0.030) 593.571(0.001) 593.479(0.000)

# Relays(CV) 18.6(0.048) 19.2(0.0233) 19(0.000)

25_7
Feasible trajectory(CV) 555.378(0.011) 542.136(0.001) 542.197(0.001)

# Relays(CV) 18(0.039) 17.8(0.025) 17.8(0.047)

25_8
Feasible trajectory(CV) 547.262(0.006) 540.150(0.000) 541.171(0.000)

# Relays(CV) 16.6(0.081) 15(0.000) 15.8(0.028)

25_9
Feasible trajectory(CV) 634.914(0.031) 603.436(0.000) 604.177(0.000)

# Relays(CV) 18.2(0.024) 18(0.000) 18(0.000)

Table A.5.: Performence of ACO approaches on networks with n = 25, using cost
metric C2.
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Network Performance metric
ACO Approach

AS EAS MMAS

50_0
Feasible trajectory(CV) 946.397(0.016) 844.521(0.020) 847.917(0.007)

# Relays(CV) 32.6(0.027) 29.4(0.019) 34.2(0.0131)

50_1
Feasible trajectory(CV) 1081.105(0.043) 934.861(0.005) 952.371(0.002)

# Relays(CV) 35.6(0.047) 30.6(0.0292) 35.2(0.047)

50_2
Feasible trajectory(CV) 1073.863(0.0143) 962.001(0.008) 977.968(0.006)

# Relays(CV) 32.6(0.041) 30(0.000) 33.8(0.0248)

50_3
Feasible trajectory(CV) 1041.056(0.0462) 922.564(0.010) 931.623(0.004)

# Relays(CV) 35.8(0.023) 32.2(0.014) 35.2(0.031)

50_4
Feasible trajectory(CV) 1013.0305(0.0146) 952.542(0.015) 954.387(0.004)

# Relays(CV) 33.8(0.038) 31(0.000) 33(0.037)

50_5
Feasible trajectory(CV) 842.111(0.037) 699.741(0.012) 721.624(0.007)

# Relays(CV) 31.8(0.060) 26.4(0.021) 31.4(0.048)

50_6
Feasible trajectory(CV) 1006.643(0.016) 905.788(0.011) 913.949(0.008)

# Relays(CV) 35.6(0.055) 28.8(0.029) 34(0.036)

50_7
Feasible trajectory(CV) 1096.312(0.055) 988.632(0.003) 997.794(0.006)

# Relays(CV) 33.2(0.025) 30.4(0.018) 34.2(0.013)

50_8
Feasible trajectory(CV) 1072.507(0.037) 928.194(0.000) 948.030(0.005)

# Relays(CV) 32.2(0.026) 30(0.000) 32.8(0.040)

50_9
Feasible trajectory(CV) 1058.579(0.030) 981.179(0.021) 977.812(0.003)

# Relays(CV) 31(0.032) 30.6(0.018) 31.4(0.043)

Table A.6.: Performence of ACO approaches on networks with n = 50, using cost
metric C2
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Network Performance Metric
Strategy

Centre 4 points 8 points

25_0

Feasible Trajectory(CV) 893.081(0.018) 533.935(0.007) 527.826(0.007)

Refined Trajectory(CV) 315.409(0.032) 326.383(0.034) 313.815(0.028)

# potential relay location 32 56 96

25_1

Feasible Trajectory(CV) 992.222(0.016) 535.285(0.007) 534.937(0.011)

Refined Trajectory(CV) 403.065(0.005) 410.268(0.013) 401.153(0.008)

# potential relay location 35 53 83

25_2

Feasible Trajectory(CV) 1010.792(0.019) 599.442(0.023) 603.331(0.012)

Refined Trajectory(CV) 360.271(0.010) 369.909(0.033) 359.878(0.020)

# potential relay location 33 66 121

25_3

Feasible Trajectory(CV) 964.868(0.018) 580.183(0.016) 578.418(0.015)

Refined Trajectory(CV) 336.960(0.018) 348.519(0.006) 339.973(0.009)

# potential relay location 30 60 110

25_4

Feasible Trajectory(CV) 971.92(0.018) 398.684(0.013) 398.689(0.035)

Refined Trajectory(CV) 284.354(0.012) 298.998(0.035) 296.832(0.030)

# potential relay location 61 82 117

25_5

Feasible Trajectory(CV) 758.426(0.028) 489.536(0.016) 491.995(0.006)

Refined Trajectory(CV) 351.331(0.039) 348.037(0.008) 348.243(0.017)

# potential relay location 35 56 91

25_6

Feasible Trajectory(CV) 961.135(0.014) 550.518(0.003) 545.664(0.011)

Refined Trajectory(CV) 357.612(0.013) 337.861(0.024) 344.892(0.025)

# potential relay location 32 68 128

25_7

Feasible Trajectory(CV) 1034.046(0.015) 484.554(0.026) 477.822(0.022)

Refined Trajectory(CV) 326.734(0.039) 345.305(0.063) 341.906(0.055)

# potential relay location 46 73 118

25_8

Feasible Trajectory(CV) 975.777(0.019) 447.080(0.013) 447.907(0.011)

Refined Trajectory(CV) 335.459(0.010) 356.925(0.018) 352.870(0.030)

# potential relay location 39 54 79

25_9

Feasible Trajectory(CV) 986.779(0.006) 554.593(0.008) 570.796(0.066)

Refined Trajectory(CV) 339.246(0.043) 328.033(0.018) 335.769(0.031)

# potential relay location 31 64 119

Table A.7.: Comparing different strategies for calculating potential relay locations
on networks with n = 25.
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Network Performance Metric
Strategy

Centre 4 points 8 points

50_0

Feasible Trajectory 893.081(0.018) 845.784(0.039) 819.828(0.000)

Refined Trajectory 523.124(0.088) 537.715(0.092) 0.303(0.014)

# potential relay location 85 109 149

50_1

Feasible Trajectory 992.221(0.016) 913.693(0.021) 931.992(0.002)

Refined Trajectory 594.628(0.029) 611.708(0.040) 0.441(0.009)

# potential relay location 78 114 174

50_2

Feasible Trajectory 1010.792(0.019) 981.508(0.023) 949.844(0.000)

Refined Trajectory 651.828(0.013) 718.031(0.033) 0.399(0.023)

# potential relay location 83 116 171

50_3

Feasible Trajectory 964.868(0.018) 923.884(0.017) 914.595(0.000)

Refined Trajectory 568.222(0.057) 590.885(0.046) 0.445(0.023)

# potential relay location 79 115 175

50_4

Feasible Trajectory 971.920(0.018) 920.641(0.023) 938.248(0.000)

Refined Trajectory 647.121(0.0239) 639.081(0.047) 0.378(0.008)

# potential relay location 81 114 169

50_5

Feasible Trajectory 758.425(0.028) 761.320(0.088) 702.855(0.005)

Refined Trajectory 521.092(0.060) 508.138(0.050) 0.297(0.013)

# potential relay location 120 132 152

50_6

Feasible Trajectory 961.135(0.014) 908.088(0.038) 895.655(0.002)

Refined Trajectory 555.774(0.039) 572.453(0.088) 0.418(0.014)

# potential relay location 91 179 179

50_7

Feasible Trajectory 1034.046(0.015) 976.886(0.022) 986.951(0.002)

Refined Trajectory 633.601(0.027) 654.955(0.051) 0.401(0.008)

# potential relay location 73 177 177

50_8

Feasible Trajectory 975.777(0.019) 934.952(0.033) 929.079(0.001)

Refined Trajectory 604.334(0.027) 625.773(0.074) 0.365(0.010)

# potential relay location 70 168 166

50_9

Feasible Trajectory 986.779(0.005) 956.382(0.011) 963.869(0.000)

Refined Trajectory 644.773(0.013) 659.359(0.035) 0.274(0.016)

# potential relay location 68 148 148

Table A.8.: Comparing different strategies for calculating potential relay locations
on networks with n = 50.
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Network
% Reduction of trajectory length

Deterministic ACOR

25_0 45.40 39.10

25_1 36.84 36.16

25_2 42.45 41.56

25_3 45.57 38.63

25_4 44.77 41.34

25_5 37.11 34.46

25_6 39.79 36.65

25_7 41.14 39.44

25_8 38.09 32.75

25_9 43.87 43.02

Table A.9.: Comparison of trajectory refinement algorithms on networks with n =
25.

Network
% Reduction of trajectory length

Deterministic ACOR

25_0 41.46 36.88

25_1 40.06 34.69

25_2 35.50 30.83

25_3 41.09 34.56

25_4 33.41 32.70

25_5 31.28 30.64

25_6 42.17 36.77

25_7 38.71 34.26

25_8 38.06 31.55

25_9 34.65 29.72

Table A.10.: Comparison of trajectory refinement algorithms on networks with
n = 50.
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